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Abgtract

Cryo-€electron microscopy in combination with the
angular reconstitution technique has become an important
and rapid techniquefor analyzing thethree-dimensiond (3D)
structure of individual, non-crystallized biological
macromolecules. Behind thistechniqueistheideathat a3D
structure can be cal culated based on avery large number of
images of individual moleculesrandomly oriented withina
homogeneous matrix. The approach hasgreat practical and
theoretical advantagesover earlier techniqueswhich require
tilting of the specimen holder in the electron microscope.
We want to elaborate on some of the specific details of our
procedures. For example, alignments are used to remove
the “in-plane” positional x- and y-shifts, aswell asthein-
plane rotations of the molecules. Automatic classification
procedures are subsequently used to find the different
characteristic views of the molecules dueto “ out-of -plane’
rotations of the molecules. The characteristic views are
assigned Euler angles by the angular reconstitution
technique using sinograms and sinogram correlation
functions under the boundary conditions dictated by the
pointgroup symmetry of the structure. Three-dimensional
reconstructions can thus be calculated; and once a
preliminary reconstructionisavailable, iterativerefinements
are applied to further improve the quality of the results.
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Introduction

Theprinciplesof theangular reconstitution approach
have been published in the late eighties (van Heel, 1987;
Goncharov and Gelfand, 1988). In an accompanying paper
we place this technique in a historical perspective and
compare the approach to other related techniques. In this
paper we concentrate exclusively on the practical aspects
of our own procedures. Although the methodswere already
published about ten years ago, the practical application of
that technique to real electron microscopical data sets of
biological macromoleculesrequired further algorithmicim-
provements and the development of various iterative
refinement procedures. The first full paper applying our
angular recongtitution algorithmsin low-dose el ectron cryo-
microscopy on the structure of the closed state of the cal-
cium-release channel appeared in January 1995 (Serysheva
etal., 1995).

Theangular reconstitution approach aimsat expl oit-
ing the random orientations that macromolecules can
assume within ahomogeneous embedding medium. When
thousands of molecular projections in all possible
orientations are available, that information can beintegrated
into a single three-dimensional (3D) structure calculated
from these thousands of images. Since this approach does
not require any (macroscopic) tilting of the specimen holder
in the electron microscope with its attendant disadvantages
(such as defocus gradients, changes in the specimen/
microscope between tilts), it has great practical and
theoretical advantages over most earlier single particle
techniques.

Theelectron microscope (EM) produces almost per-
fect projection images of the moleculesin aplane perpendic-
ular to the beam, and thus the z-position of the molecules
within the embedding medium is, to afirst approximation,
irrelevant. Themolecules, however, then still have 5 degrees
of freedom that need to be taken into account in order to
calculate the 3D structure. First, the molecules may be
located anywhere in the micrograph, and we thus need to
determinetheir exact (X,y) positions. Moreover, at that (x,y)
position, amolecule can have any orientation intermsof an
“in-plane” rotation (we call this rotation the a-angle
rotation). Reference-free and cross-correlation-based
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alignment procedures are used in order to eliminate these
threein-plane degreesof freedom (X, y, a).

At this (x, y, a) position and orientation the mole-
cule still has two further degrees of freedom of “out-of-
plane” rotations, say, around the x-axis and around the y-
axis. Actually, in an object-centered coordinate system, we
normally describe the three rotational degrees of freedom
(three “Euler angles’) of the molecules as a rotation “y”
around the z-axis, followed by arotation around they-axis
“B”, whichisthen followed by thea rotation, again around
the z-axis. Automatic classification procedures are used to
find the different “characteristic views’ (Van Heel and
Stoffler-Meilicke, 1985) associated with these two out-of -
planerotational degrees of freedom (y, B).

The characteristic views are then assigned Euler
angles by the angular reconstitution technique per sein
which sinograms and sinogram correlation functions are
used, under the boundary conditions dictated by the
pointgroup symmetry of the structure. Three-dimensional
reconstructions can subsequently be calculated using a3D
reconstruction technique which correctly weighsthevarious
characteristic views contributing to the 3D map. Once a
(preliminary) 3D reconstruction isavailable, reprojections
of the 3D map are used asreferencesto realign thefull data
set by further multi-reference alignments. In this phase of
theanalysis, al Euler angle assignmentsare performed with
respect to a small set of reprojections of the map, the so-
called “anchor set”. All procedures are iterated until no
further improvements of the various quality criteriaare ob-
served.

The angular reconstitution technique has now
evolvedinto apowerful and rapid techniquefor elucidating
3D structures of individual non-crystallized macromolecules
(“single particles’) imaged in the cryo-EM, as has been
illustrated in a number of studies of biological mac-
romolecules recently published. Resolutions of up to 15A
have been obtained for symmetrical particles (Seryshevaet
al., 1995; Schatz et al., 1995; Tavareset al., 1995; Dube et
al., 1995a,b; Orlova et al., 1996), but the technique may
equally well be applied to asymmetric particles such asthe
70SE. coli ribosome (Stark et al., 1995, 1997). The general
philosophy of the method and its historical development
are discussed in a separate paper in thisissue (van Heel et
al., 1997). Herewefocus on the image processing protocols
and on the various iterative refinement procedures used
during atypical 3D analysisof amacromolecular complex.
Notethat al procedures discussed areimplemented within
the IMAGIC-5 image processing system (van Heel and
Keegstra, 1981; van Heel et al., 1996).

Electron Microscopy and Denstometry

Specimen preparation is undoubtedly one of the
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most important aspects of (cryo-) electron microscopy. The
actual electron microscopy is equally crucial for attaining
high-resolution results on a good specimen. Indeed, now
that 3D single-particle electron microscopy isapproaching
the 10A resolution level, these microscopy-oriented issues
are of central importance. Nevertheless, the starting point
of our discussion here occurs after the good micrographs
have been collected. It is important to maintain the good
quality of the micrographs during the digitization process.
A key issueindigitizationisthe numerical aperture (NA) of
theoptical system used for looking at the micrograph. This
issue appears to have received too little attention in recent
yearswhich, inturn, appearsto have caused some unneces-
sary problemsin practical analyses.

Microdensitometers, such as the Perkin Elmer
(Norwalk, CT) PDS, are high-resolution scanning devices
which aretypically operated with alight-microscopical 5x
or 7x objective lens with an NA of ~0.2. With such a
diffraction-limited optical system, a resolution of ~2 um
(point-to-point resolution: Rayleigh criterion) may be
achieved which allows one to comfortably digitize a
micrograph using ~5x5 pm? pixels(thelimit being ~1x1 pm?,
or twice the “Nyquist” frequency). Note that we here are
looking only at theoptical resolutionissue: itisclear that at
this level of resolution other factors such asthe grain size
of the emulsion, the mechanical stability of the set-up, and
the flatness of the x-y table enter the equation. However,
such high-resol ution microdensitometerstypically measure
only onepixel at atime and scan the micrograph mechanicaly
in both directions, aprocess which can lead to excessively
long digitization times. The amount of datathat we need to
digitizefor asingle project can be ~100 micrographs. Ona
high-resol ution microdensitometer it may aready takeaday
to digitize a single micrograph to high resolution. These
devices are thus simply not fast enough for our purpose.

Much faster devices are available which digitize a
micrograph in a few minutes by scanning a linear CCD
(charge-coupled device) array over an image of the
micrograph; this image is generated by a (to an approxi-
mation) diffraction-limited lens such asthe APO-Rodagon
D (Optische Werke G. Rodenstock, Munich, Germany). The
Kodak “Eikonix” (Eastman K odak, Rochester, NY) and the
Image Science “EMIL” scanner (Image Science Software
GmbH, Berlin, Germany) aretypica examplesof thisfamily
of densitometers. These devices, which use photographic
lensesrather than light-microscopy objectives, can also give
good results provided one uses the optical system wisely
(and provided these devices are mechanically stable and
do not suffer from vibrations). A high-quality optical lens
likethe APO-Rodagon D (similar lenses are manufactured
by other lens manufactures such as Zeiss (Carl Zeiss,
Oberkochen, Germany), or Nikon (Nikon Corp., Tokyo, Japan)
may operate in the diffraction-limited regime for relative
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aperturesin therange of f:5.6-11. Assuming one uses such
agood lensoptimized for 1:1imaging (“4F" configuration:
the object planeis 2 focal distances F in front of the lens,
theimageis 2F behind thelens), then the numerical aperture
for the 1:1 optical system may be estimated from the
equation:

NA = D/4F = 1/4f @

In this equation D is the diameter of the lens, F its
focal length, and f istherelative aperture F/D). Thus, at f:8
the numerical aperture of this systemis NA=0.03, and the
diffraction limit will be around ~15 pm. The EMiL
densitometer, for example, has 7x7 unm? pixelsinitsCCD line,
asampling still appropriate for the optical resolution of this
1:1 setup. However, when the light level is too high, one
might naturally tend to close the lens apertureto, say, f:22.
At that relative aperture, however, the resolution of the
imaging system - still assuming it to be diffraction-limited -
hasdropped to ~40 pm and sampling with apixel sizesmaller
than 20 um is useless. It is much better to reduce the light
by, for exampl e, decreasing theintegration time of the CCD
camerawhile keeping thelens aperture at, say, 5.6. Thus, as
isdemonstrated by thisexample, digitizing systemsneed to
be used with (love and) understanding.

A new generation of hybrid densitometers has
recently emerged in which a high NA lens (NA ~0.2)
guarantees high optical resolution, yet that lens images a
large area of the micrograph, say, 512x512 pixels, onto a
square cooled CCD chip which digitizesthat extended area
at once. Stepper motors driving the stage that hold the
micrograph then allow the micrograph to move to the next
square such that it is digitized checkerboard-wise (Schatz
and van Hedl, 1994). Thishybrid densitometer thuscombines
the high resolution of the conventional pixel-by-pixel
microdensitometers with the high speed of the linear CCD
electronic scanners. In the long term, one may expect the
photographic film to become superfluous with the advent
of affordable, large-area CCD arrays to be used inside the
microscope, or with improvements of the imaging plate
technology to very high resolution. At present, the break-
even point between these novel technologies and the con-
ventional photographic film that can store very large
amounts of information has not yet been reached for this
application.

Pretreatment of theM olecular | mages

Once the digitized micrographs are available in the
computer, the individual particles may be selected
interactively or by automatic techniques. For a number of
reasons, the raw images of the individual macromolecules
first need to befiltered and normalized (van Hedl and Stoffler-
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Meilicke, 1985) (Fig. 1, row 1). Weroutinely band-passfilter
to suppress disturbing very low and very high spatial
frequencies(Fig. 2). In our experience, thisfilteringisavery
important first stepin all image analysis of biological mac-
romolecules.

The presence of strong low frequency components
in the images (often associated with density ramps) may
especially seriously disturb many aspects of the subse-
guent data processing. For example, alignment procedures
using cross-correlation functions are very sensitive to the
presence of disturbing low frequencies. The very high fre-
guenciesin theimages may represent only unwanted noise
and can thus also be suppressed. However, suppressing
these frequencies is in practice less important than
suppressing the very low frequencies, moreover, thesevery
high spatial frequencies may also contain the essential high-
frequency information one is seeking (see previous
paragraph).

The applied band-passfilter isthe product of awide
Gaussian low-pass filter to cut away the very high spatia
frequencies, and a narrow Gaussian high-pass filter to cut
away the disturbing low frequencies. One may choose to
leavein afraction of the very low frequency componentsin
the data (say, 0.001) in order to be able to restore these
componentsin theimages at alater stage. The parameters
of the band-passfilter (Fig. 2) are chosen considering the
overall size of the particle (the low-frequency cut-off) and
the expected resolution in the data (high-frequency cut-
off).

During the first iterations of a 3D single-particle
analysisit may first be necessary to suppress the high fre-
quenciesto find arough, preliminary 3D model for thelater
refinement procedures, during which the high frequencies
arereintroduced for obtaining high-resolution results. The
filtering parameters may thus be adapted in the course of
the processing. After suppressing unwanted frequency
ranges, one then typically removes unwanted background
by imposing acircular mask to thefiltered images. Thedata
within the mask isthen normalized to zero average density
and an arbitrary variance value of 100 (van Heel and Stoffler-
Meilicke, 1985). Thesepretreated imagesall resdeinasingle
IMAGIC file (van Heel et al., 1996) and are used as the
starting point for all subsequent alignments, which is dis-
cussed below.

Reference FreeAlignment

The raw pretreated images of individual biological
proteinsare excessively noisy and aredifficult to appreciate
visually. Thefirst priority isthusto develop afeeling for the
data, in particular to understand whether the data contains
awiderange of characteristic views (agood preparation) or
just afew preferred orientations (a bad preparation). This
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Figurel. A summary of theimage processing and 3D reconstruction of Lumbricusterrestris hemoglobin (at 30A resolution).

Row 1: Someoriginal molecular images after band passfiltering and normalization (Fig. 2). Theseimagesare membersof the
corresponding class averages shown in the second row. Row 2: Some characteristic views (class averages) obtained by
multi-reference alignment and multivariate statistical classification as described in the main text. Row 3: 3D surface
representation of the reconstructed 3D volume in viewing directions corresponding to the Euler angle orientations of the
images showninrows1and 2. Row 4: The 3D structure of the Lumbricusterrestris hemoglobin moleculeisreprojected in

Euler directions assigned to the class averages (row 2).

aspect of thedataprocessing is particularly important when
the first images of a new sample must be evaluated. Be-
cause of thevery high noiseleve intheimages, itisvirtualy
impossibleto judgethe quaity of the molecular imageswith-
out first applying averaging procedures to improve the
signal-to-noiseratio (SNR).

To averageimages, however, itisnecessary to align
the molecular images and to sort them into homogeneous
groups (* classes”) showing the samemol ecular view. Images
within such homogeneous groups may be averaged into
“characterigticviews’ (van Hedl and Stoffler-Meilicke, 1985).
Aligning a set of images with respect to areference image
using correlation function-based alignment procedures
(Frank et al., 1981, Steinkilberg and Schramm, 1980; van
Heel etal., 19924), i.e., eliminating the“x, y, a” degrees of
freedom, however, tends to bias that data set towards the
reference image (Boekema et al., 1986) and thus is not a
technique suitablefor obtaining afirst overview of the data.
We have developed “ reference-free” alignment techniques
to avoid the reference bias problem which uses invariant
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“DoubleAuto Correlation Functions® (Schatz and van Hed,
1990) or “Double Self Correlation Functions” DACF/DSCF
classification techniques (Schatz and van Heel, 1992).

Our favorite reference-free alignment procedure is
the alignment-by-classification technique (Dube et al.,
1993). In this approach, the selected molecular images are
first centered by translational alignment relative to the
rotationally averaged total sum of al imagesintheset. Multi-
variate statistical classification procedures (see below) are
then used to find similar images, in similar rotational orien-
tations. An additional advantage of this procedure is the
unbiased finding of symmetry properties of the molecule
(Dubeet al., 1993; vanHedl et al., 1996). The classaverages
resulting from this procedure are then used as afirst set of
independent reference images for a multi-reference align-
ment (MRA) procedure (van Heel and Stoffler-Meilicke,

1985).
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Figure?2. Schematic diagram of the band-passfilter applied
routinely to the data sets. A band-pass filter reduces the
influence of irrelevant and often disturbing spatial
frequencies. A double Gaussian filter is applied in Fourier
space defined by three parameters. 1) ahigh frequency cut-
off isassociated with alow-pass Gaussian filter which will
gradually cut off frequencies higher than that value, 2) a
low frequency cut-off is associated with a high-pass
Gaussian filter which gradually cuts off spatial lower than
thisvalue, and 3) aremaining low frequency transmission
parameter allows one to leave a fraction of the low-
frequency components (say, 0.001) intact such that one can
always restore these low-frequency components at a later
stage by inverse filtering, without dividing by zero. The
parametersdisplayed inthiscurve arechosen for illustration
purposes only.

Multi-ReferenceAlignments

For datasetsinwhich different (B,y) projectionsof a
structure are mixed (the type of data sets needed for the
angular reconstitution approach), we need many different
reference images for performing a good aign-ment of the
molecules. It is normally impossible to achieve a good
overall alignment of a mixed population of images using
just a single reference image because a 3D structure
projected into different directions normally yields very
dissimilar projectionimages.

Correlation-function based alignment procedures
require the image to be aligned to resembl e the reference
image; after al, they need to “ correlate”. In consequence a
(large) number of projectionimagesarerequired asreference
images to align a mixed population of images. MRA (van
Heel and Stoffler-Meilicke, 1985) have beenin routine use
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for more than adecade now and can be considered standard.
MRA proceduresare used in various phases of theiterative
analysis, as will become clear below, and not only in the
preparative phase we have just described.

Automatic Multivariate Satistical Classification

Multivariate statistical analysis(MSA) classification
was introduced to electron microscopy some 15 years ago
(van Heel and Frank, 1981) and is now an integral part of
many image processing procedures. With the MSA
techniques one considersimagesasalinear combination of
the main eigenvectors (eigenimages) of the set, thus
reducing the total amount of data and facilitating the
interpretation. Although the eigenvector analysiswas origi-
nally performed using the x2-metric, we now prefer using
the modulation metric (Borland and van Heel, 1990). This
metric can deal with phase-contrast EM imageswhich may
have a zero average density, a situation which cannot be
dealt withiin strict correspondence analysis other than either
by adding a constant or by thresholding the negative
densities away. Strict correspondence analysis uses a x*
metric whichisdesigned for positive data such as histogram
data. In our standard pretreatments of the molecular images
(see above) we cut away virtually al low frequency image
components leading to images which essentially have a
zero mean. Such images could not be used for the strict
correspondence analysis x-metric. For high-resolution EM
work the x?-metric must now be considered obsol ete.

After the MSA eigenvector eigenvalue data com-
pression, an automatic hierarchical ascendant classification
in combination with amoving elements post-processor (van
Heel, 1984, 1989; Borland and van Heel, 1990) operating on
the compressed data is performed. A number of quality
criteriaareincluded in the classification proceduresin order
to, if necessary, eliminate poor images and classesfrom the
processing. The images which have been assigned to a
single class are then averaged and subsequently used as
references for anew MRA / MSA classification iteration
round. After afew iterations good class averages with im-
proved signal-to-noise ratios can be obtained (Fig. 1, row
2). One of the quality criteria used as an indicator of
convergence of the proceduresisthe internal resolution of
the class averages estimated with the S-image (Sal3 et al.,
1989) or the I-image (manuscript in preparation). The low
noiselevelsaobtained in the averages (high SNR values) are
of great importance for an accurate determination of Euler
angles(cf. Schatz et al., 1995).

Euler AngleAssignment

The class averages resulting from the above proce-
duresaretwo-dimensional (2D) projectionsof a3D structure
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in different projection directions. After having found a
sufficiently large set of good, noise-free 2D projection
images, we can reconstruct the 3D structure to high
resolution (Klug and Crowther, 1972; van Heel and Harauz,
1986). Prerequisite for calculating a 3D reconstruction is
that the orientational relationships between all projection
images are known. These orientational relationships can be
found with the angular reconstitution technique (van Heel,
1987; Goncharov and Gelfand, 1988; van Heel et al., 1992b;
Farrow and Ottensmeyer, 1992; Radermacher, 1994). The
technique is based on the common line projection theorem
(vanHeel, 1987) stating that any two 2D projectionsof a3D
object share at least one line projection. Thiscommon line
projection theorem isthe real-space equivalent of the Fourier
space common linetheorem (DeRosier and Klug, 1968). By
searching for the common line projections, one can determine
the spatial relationships between the set of projection
images.

To find the common line projection(s) between two
2D projection images, their sinograms (collection of &l
possibleline projections of the 2D projection) are compared
line-by-linein “sinogram correlation functions’ (van Heel,
1987). At aposition corresponding to a pair of shared line
projections, the sinogram correlation function has a
maximum. If the molecules exhibit a specific point-group
symmetry, the sinogram correlation function shows a
number of corresponding, symmetry-related peaks. Highly
symmetric moleculessuch asicosahedrd virusesor theworm
hemoglobin (Schatz et al., 1995) are somewhat easier to
processthan asymmetric particles (Stark et al., 1995; 1997)
because the redundancy of the symmetry-related peaksin
the sinogram correlation functions lead to a fast
convergence of the Euler angle assignments.

The Euler angledeterminationis performed stepwise
by including an increasing number of projection images
into aset of imageswhich have already been assigned Euler
angle orientations. The search for the peak(s) is performed
asacomplete (“bruteforce”) search over all possible Euler-
angle orientations corresponding to the full asymmetric
triangle for the given point-group symmetry (Schatz et al.,
1995; Seryshevaet al., 1995). The standard deviation of the
peak heights among all corresponding symmetry-related
peaks in the sinogram correlation function serves as a
consistency check and may be used to exclude poor
projection images, i.e., projection imagesthat do not match
very well to aset of projectionimagesthat otherwisefit well
together.

3D Reconstruction
Having assigned Euler orientationsto a set of good

projections, we can then proceed to calculate apreliminary
reconstruction. We use the exact filter back-projection
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algorithm (Harauz and van Heel, 1986; Radermacher, 1988).
In contrast to other conventional back-projection or
arithmetic algorithmswhich have been derived by ana ytical
considerations of idealized situations of (infinitely) many
projectionsuniformly distributed over awell defined angular
range, the exact filter technique (cf. Harauz and van Hesl,
1986) correctly takes into account the heterogeneous
distribution of the projection directions such as are
encountered in EM. The exact filter technique thus does
not lead to artifacts due to overrepresentation of certain
projectiondirections(cf. Boisset et al., 1997). If the particles
exhibit a specific point-group symmetry, that property can
explicitly be used during the 3D reconstruction.

If aContrast Transfer Function (CTF) correctionis
required, then that correction can be applied to thefinal 3D
map. One of the big advantages of the angular reconsti-
tution approach is that all micrographs are taken at
approximately the same defocus value (practically an im-
possibility for tilt-series-based reconstruction schemes).
Thus, al classaveragesresulting from the procedures have
approximately the same defocus properties, i.e, they are
“filtered” by the same rotationally symmetrical CTF. Asa
consequence, the final 3D map will have a spherically
symmetrical version of that CTF imposed and the correction
of the CTF can simply be performed in 3D Fourier space
after Fourier transforming the 3D map. For al our recently
published analyses, however, these CTF corrections had
only some* cosmetic” importance: the micrographshad all
been taken so close to focus on the SOPHIE microscope
(Zemlin et al., 1996), that there were no zero-crossings of
the CTF to account for within the resolution limit of our
reconstructions.

After having calculated a first 3D reconstruction,
that 3D map isreprojected in the Euler angle directions of
the input images (Fig. 1, row 4). Such reprojections can
illustrate how well the input projectionsfit to the 3D map.
The mean-square errors between the input images and the
corresponding reprojections are determined and printed as
a sorted list. Poor input projections, in the sense of poor
class averages or poor corresponding Euler angle
assignments, can thus be easily spotted and removed from
the set. Improved 3D reconstructions, with asmaller overall
error residual, can thus be cal cul ated.

| ter ative Refinements

Onceapreliminary 3D reconstructionisavailable, a
number of refinement techni ques can be applied which con-
tinuously improve the quality of the results. Some of these
iterative refinements refer to just one aspect of the overall
procedure, such asthe elimination of poor imagesfrom the
set of classaverages used for 3D reconstruction (described
above). Another such local refinement is a “parallel
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alignment” procedureinwhich every input projection (Fig.
1, row 2) is aligned with respect to its corresponding
reprojection image (Fig. 1, row 4). The re-aligned input
projections may, in turn, lead to a somewhat improved 3D
reconstruction due to the better centering of the input
projections.

Other iterative refinements concern repeating the
overall procedure, including the 3D reconstruction with its
own iterative refinements. Reprojections from a 3D
reconstruction are perfectly consistent with each other in
the sense that they are ideally centered with respect to a
common 3D origin and to the appropriate symmetry axes.
Reprojections are used as “anchor sets’ for better Euler
angle assignments and as references for multi-reference
alignmentsof thewhole dataset aimed at refining the overall
angular reconstitution procedure.

Assigning Euler AnglesUsingAnchor Sets

Reprojections are consistent with each other and
contain less noise than the original input images dueto the
implicit averaging during the 3D reconstruction cal cul ation.
We thus always reproject the most recently calculated 3D
reconstruction into asmall number of (10-30) reprojections
uniformly covering the asymmetric triangle of the given
pointgroup symmetry. These reprojections are called an
“anchor set” (Seryshevaet al., 1995; Schatz et al., 1995).

Instead of comparing each new input projection
(class average) with every other projection available, the
orientational search in later phases of the analysis is
performed only with respect to the anchor set projections.
The anchor-set Euler-angle assignment is more sensitive
and more precise than the Euler-angle assignment with
respect to other classes because in the former no inconsis-
tencies exist within the anchor set. The quality criteria as-
sociated with the Euler angles obtained thus only reflect
the inconsistencies between the input projection and the
ideal (ized) anchor-set projections. Again, poor projections
can berejected based on these quality criteriaand anew 3D
reconstruction may be performed. Thelocal iterativerefine-
ments within the actual 3D reconstruction procedures can
then, again, add to the refinement of the 3D map.

Reprojectionsand Multi ReferenceAlignments

A very important aspect of the overall angular
reconstitution approach concerns optimizing the global
alignment of thefull set of input images. We have discussed
the MRA proceduresfor initially aligning the full data set.
Using reference-free alignments and classifications, a
preliminary set of independent referenceimagesisgenerated
and used aligning the raw images. Once a preliminary 3D
map is available, much better alignments become possible
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since we can then calculate all possible projection images
of agiven 3D object. Thus, that 3D map isreprojected into
Euler directions homogeneously covering the asymmetric
triangle of the given pointgroup symmetry in order to gen-
erate a large set of reference images for a new round of
MRA of the full data set. The number of reprojections/
referencesfor this purposeisusualy rather high, say, 200-
500, and depends both on the molecular symmetry and on
theresolution level one seeksto achieve. The characteristic
views which had been used for computing the first 3D
calculation(s) were taken from the data and so need not
cover all possible projection directions. The reprojections,
in contrast, are made to uniformly cover the asymmetric
triangle of the pointgroup symmetry at hand.

As described above, the new reprojections share
the same 3D origin and have acommon rotational (in plane)
orientation (X, y, ). In other words, thesereprojected images
are the perfect reference images for a new round of multi-
reference alignment of the raw, band-pass filtered input
images. In the subsequent automatic classification proce-
dures, raremolecular orientationswhich weremissed inthe
first round(s) of alignment and classification, very often are
recognized and form new, statistically significant classes
(Seryshevaet al., 1995; Schatz et al., 1995).

Alignments in the earlier phases of processing are
performed using a conventional cross-correlation function
(CCF). The CCF, however, isa“squared” function and was
shown to incorrectly enhance the predominant lower
frequencies(van Heel et al., 1992a). At the later refinement
stages of the analysis we often change to the mutual
correlation function (MCF) (van Heel et al., 1992a). The
MCF is a non-squared function which better weighs the
fine detailsin the images during the alignment procedures
(vanHeel et al., 1992b).

After therefined MRAS, refined classes are obtained
by automatic classification, and the new classes are as-
signed Euler angles using an anchor set of reprojections
from the 3D reconstruction. A new 3D map is calculated
using the new classes and this 3D map is, in turn, used to
generate abetter anchor set of reprojections. The Euler angle
assignmentsto the new class averagesisthen refined using
thisnew, refined anchor set. A new 3D iscalculated (withits
local refinements), and anew, large set of reprojectionscan
now be calculated to be used as references for the next
iterative MRA refinement loop over thefull data set.

The MRASs over the full data set are undoubtedly
the most CPU-intensive parts of the angular reconstitution
approach. The importance of these MRA iterations are
discussed in theaccompanying paper (VanHedl et al., 1997).
After afew rounds of the whole procedure (MRA, MSA
classification, Euler angle determination with respect to an
earlier anchor set, 3D reconstruction, new anchor set, new
3D reconstruction) the results stahilize and the 3D map
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shows no further improvements. The final Euler angle
assignments during the last iteration round is calculated
using an anchor set of ~30 reprojections and a relatively

fineangular searchinterval (~1°).
I nter pretation of theResults

Thefinal problem of the procedureishow to display
and to interpret the 3D results. The simplest way to display
a3D mapisto show consecutive sectionsal ong the (vertical)
z-axis of the 3D reconstruction. Although this simple ap-
proach isnot always easy to comprehend, it hasthe advan-
tage that it shows al of the real measured data, i.e., the
actual 3D map. Algorithms have been developed that
generaterealistic shaded representations of the surface (and
only the surface) of the 3D reconstruction (van Heel, 1983;
Radermacher and Frank, 1984; Saxton, 1985). In particular,
the “continuous stereo representation” (van Heel, 1983)
conveysagood 3D impression of macromolecular structures
from aflat piece of paper. Figure 3 showssomeimagesof a
movie of continuousrotating stereo surface views (van Heel
et al., 1996) displayed as a continuous stereo sequence.

An important value in judging the quality/
reproducibility of the 3D resultsisthe resolution achieved.
Unfortunately, there is no consensus on what is the best
3D resolution criterion. Wefavor the Fourier Shell Correlation
(FSC) function (Harauz and van Heel, 1986) or the Fourier
Cross Information (work in progress) between two 3D
volumes that have been calculated largely independent of
each other. We seriously discourage the use of the three
dimensional generdization (Penczek et al., 1994) of theDiffer-
ential Phase Residual “DPR”, (Frank et al., 1981), sinceits
general definition was shown to be flawed a decade ago
(vanHed, 1987).

For generating two largely independent 3D volumes,
we split the number of classes available at the end of the
analysis into two subsets, for which subsets of projection
images Euler angles are assigned independently. The two
3D volumes cal cul ated from these subsets are then Fourier
transformed by a3D FFT algorithm (van Heel, 1991) and the
two FTs are then correlated shell by shell (Harauz and van
Heel, 1986). Unfortunately, hitherto no 3D resolution criteria
exist, which directly determinestheinternal consistency of
a 3D map from the individual 2D projection images con-
tributing to the 3D map. Such criteriawould be comparable
to resolution estimates using the S-image (Saf3 et al ., 1989)
or the SSNR (Unser et al., 1987) inthe 2D case.

Discussion and Concluding Remarks
We have discussed some specific details of the

angular reconstitution 3D analysis approach for elucidat-
ing the 3D structure of biological macromoleculesfromtheir
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Figure 3 (onfacing page). Stereo viewsof the3D structure
of Lumbricusterrestris hemoglobin at 15A resolution. The
three rows show the particle in top, intermediate and side
views, respectively. Row 4 depictsthe hemoglobin molecule
after the computational removal of the front in order to
illustrate internal details of the structure.

2D electron microscopical projections. The approach is
based on random orientations of macromolecules in an
embedding matrix, requires no tilt of the specimen holder,
and each specimen area is exposed only once. Thus, the
specimen preparation and the microscopical techniques
involved are smple and fast. The angular reconstitution
approach allows one to concentrate on the biology of the
specimen (e.g., to induce specific functional states) rather
than on complicated experimental procedures. Lengthy
crystallization experiments are avoided altogether.

Tomographic 3D reconstructionsfrom single-axistilt
series (cf. Hoppe et al., 1974) or the random conical tilt
(RCT) approach (Radermacher, 1988) require macroscopic
tilts of the specimen holder. For practical reasons such tilts
tend to limit the attainable resolution in the reconstruction
(Schatz et al., 1995). Moreover, single particletilt experiments
require multiple exposures of the same specimen area, which
exposures may damage the radiation-sensitive biological
material. Although with the RCT approach (Frank and Rader-
macher, 1992) only thefirst, tilted exposureis used for the
reconstruction, the alignment parameters stem from a
second, more damaged exposure.

The angular reconstitution algorithms have been
formulated for all possible pointgroup symmetries. Thus,
when the pointgroup symmetry of amoleculeisnot known
exactly, one may reconstruct the structure using different
pointgroup symmetries and use the various quality criteria
involved to decide which symmetry best fits the data. For
example, an icosahedral bacteriophage head may be first
reconstructed using icosahedral symmetry and then, at a
later phase in the analysis, using only a C5 pointgroup
symmetry to take into account the symmetry disturbance
caused by the presence of the portal vertex (cf. Dubeet al.,
1993).

To use such computationally oriented tools in
structural biology as angular reconstitution, one must
consider itsrequirementsin termsof hardware and software.
Assuming one already owns or has access to a cryo-
microscope (~US$500000 or more), the computing hardware
issue is relatively easy to solve in these times of rapidly
decreasing hardware prices. A computer system costing only
some US$30000 in 1996 including a densitometer and the
necessary other peripherals, such as >8 GByte disk space,
aready performs as one could only dream of afew years
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ago. The angular reconstitution approach, however, can be
quitegreedy intermsof CPU requirementsand wethusare
currently programming a parallel computer network
containing some 8-16 Pentium-based PCs (each costing
~US$3000) in order to speed up the CPU-intensive MRA
procedures by an order of magnitude.

Of greater concern than the hardware issues,
however, are the software and manpower issues. We have
reached the point where a researcher spends considerably
more time analyzing the data on the computer than she’he
spends on the actual specimen preparation and the data
collection on the electron microscope. Thelimiting factor in
the overall operation is thus often determined more by the
software than by the other factors involved. Continuity in
the methodol ogy/software expertise is crucial, but may be
difficult tomaintain within asmall biological research group.
The Image Science Company has set up a*“ shared resource’
program with which research groups gain access to the
software and expertise over prolonged periods of time.

In conclusion, the angular reconstitution approach
isnow afast and practical tool for imaging macromolecular
structuresin three dimensions. Because of its experimental
simplicity, it may be used toimage 3D structuresin different
conformational states. The technique allows one to reach
much higher resolution levels than have hitherto been
achieved by other single particle techniques requiring tilt
of the specimen holder. The current record for angular
reconstitution lies at ~10A; higher resolutions are
anticipated in the near future.
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Discussion with Reviewers

G. Harauz: What isthe smallest biological macromolecule
that can be effectively imaged using cryo-EM and angular
reconstitution? A related query is: What is the resolution
limit of this approach? s atomic resolution possible?

Authors: The smallest structure that we have studied to
date by low-dose cryo-electron microscopy is the
haemagglutinin trimer of the influenzavirus. It isahomo-
trimer with a total mass of around 250 kD. However, the
trimers in the analysis were grouped as “rosettes’ by
interaction between their hydrophobic trans-membrane
anchors. Therosetteswererelatively easy to localizeinthe
micrographs, whereasit would be more difficult to pinpoint
the individual trimeric ecto-domains. Moreover, the
Ottensmeyer group has studied the signal sequence binding
protein SPR54 (Czarnotaet al., 1994). We currently do not
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seeany fundamental limitation to theresolution achievable
by the angular reconstitution approach other than the
resolution limit of the electron microscope or an inherent
structural instability of the molecules.

G. Harauz: The pretreatment of macro-molecular imageshby
band-passfiltering iscertainly effective and reasonablefor
bright field electron micrographs. But aternative forms of
electron microscopy (dark filed or electron spectroscopic
imaging) have no phase contrast. How should such images
be pretreated?

Authors. We have never thought about this problem but
our gut-feeling is that dark-field images could essentially
be treated in the same way. In the case of electron spectro-
scopic imaging one may need the absolute relative
magnitudes of the signals for subsequent analysis.

G. Harauz: Say we have arelatively flat molecule viewed
fromthetop and the side. The normalization of the variance
of individual macromolecular imagesto an arbitrary value
of 100 is potentially inappropriate in thisinstance because
the projection densities will be skewed relative to one
another. Can this be asignificant problem?

Authors: Thismay indeed represent aproblem. However, if
themask sizein both cases—sideview and top view —isthe
same, then in the side view a large part of the image will
show only low contrast background and the normalization
procedure will concentrate and boost the image modula-
tionswithin the area of the narrow side projection.

G. Harauz: What istheminimum size of the data set that can
be effectively “aligned by classification”?

Authors: For the alignment by classification procedure one
normally needs quite a few similar views in order to find
similar class averages pointing in all possible rotational
orientations, and one thus needs a very large data set.
However, in the early phase of the data analysis in which
the technique is often applied, the presence of some pre-
dominant views often helps to start the proceduresin this

way.

G. Harauz: During amulti-reference alignment, how arethe
multiple references pretreated? Are they aligned against
anything? If so, how can this bias be minimized?

Authors: We do have aprocedurewith which all references
can be aligned with respect to each other (imacic coMMAND:
ALIGN-MRA-REFERENCES). However, inlater phases of the 3D
analysiswe normally work with alarge number of reference
images (for the multi-reference alignment) which are created
by reprojecting the 3D volume. These references are, per
definition, aligned with respect to acommon 3D origin.

N. Boisset: Concerning the digitization, what is the usual
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sizeof your pixelscompared to the sample (e.g., 5A or less)?
According to the Shannon sampling theorem, you would
need pixelsof 5A squareto get 3D reconstruction volumes
with a resolution limit approaching the 10A. However, |
suspect that you digitize with smaller pixels. If thisistrue,
do you follow a practical “rule of thumb” about the pixel
size?

Authors: To achievea3D reconstructionwith 10A resolution
wewould preferably useapixel sizeof about 2.5A. Our rule
of thumb is, that to achieve a 10A resolution level we must
usea3.3A sampling size or smaller. Itisimpossible dueto
interpolation artifacts to achieve that 10A resolution level
witha5A pixel size.

N. Boisset: When you digitize your micrographs using a
CCD camera, do you usetheraw signal or do you transform
it into optical densities? If the latter, do you calibrate the
100% transmittance for each new micrograph?

Authors: Onthelinear CCD densitometerswe usetheraw
intensities asthey come from the camera. For small signals
the difference between using the raw intensities and using
optical densitiesareminimal (to afirst approximation).

N. Boisset: Asyou describe it, the CCD camerais used to
scan areas of 512x512 pixels and the micrograph is
mechanically moved from one areato the next. How do you
test the accuracy of these stepwise moves to be sure that
two neighboring areas will not overlap? This could induce
systematic errors that would increase using smaller pixel
Sizes.

Authors: Our patchwork densitometer uses small, say,
512x512 patcheswhich arelater glued together. Theprecision
with which we determine the position of neighboring areas
isnormally to about /20" of apixel but thisprecisionisa
function of the pixel size used. The accuracy is tested by
correlation techniques and it isindeed so that the accuracy
will drop to, say, 1/5" of apixel at asampling aperture of 2
microns.

N. Boisset: When omitting the use of micrographs and
digitizing theimageswith aslow scan CCD cameradirectly
installed in the el ectron microscope, would you usetheraw
signal (electron per pixel) or would you still calculate a
logarithmic ratio equivalent to optical densities?

Authors: We currently do not processthe datadirectly from
a slow-scan CCD built into the microscope. In theory, the
best way to go is to count the electrons and to work from
that data.

N. Boisset: Concerning the pretreatment of theimages, the
suppression of low frequencies to suppress a ramp effect
makes some sense. However, suppressing the high
frequencies is not required as they contain the high
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resolution information. In my review of the manuscript, |
have asked you to add a typical transfer function (CTF)
curve of your data on top of your filter profile in order to
evaluate more precisely what frequencies are boosted or
lowered by your band-passfilter. Tomethisfilteringishighly
guestionable asit certainly does not resemble a correction
of the CTF, which seems mandatory for reaching reliable
high resolution information from electron microscope
images.

Authors: Band-pass filtering and CTF correction are
different things! It is not the purpose of a band-pass filter
to correct for the CTF curve but to remove unwanted spatial
frequencieswhich may interfere with the subsequent image
processing. The band-passfiltering, in our hands normally
used to suppress only the low frequency information, can
be undone by an inverse filtering in later phases of the
analysis. CTF correction is an additional step which we
normally perform after the 3D reconstruction. Sincethe CTF
curve and the band-passfilter aretwo very different issues
we cannot put these two issue into one curve. Moreover
we must repeat here that the parameters with which the
band-passfilter curve was displayed in Figure 2 was chosen
for illustration purposes only! In particular the high-
frequency cut off isnormally chosen much higher than that
illustrated in the curve and thus hardly affects the image
data.

N. Boisset: Do you or do you not correct for CTF? Thisis
not stated clearly in your paragraph “3D reconstruction”.
The fact that you work so close to focus that the first zero
of the CTFisbeyond your resolution limit does not relieve
you from correcting the CTF. Thiscorrection hasmorethan
“cosmetic” importance when one claimsto reach resolutions
limitsof 15A or even 10A.

Authors: Of course, we do and do not correct for CTF
depending on the conditions of the electron microscope
and the resolution expected for the 3D reconstruction. We
never claimed that CTF correction only has “cosmetic”
importance! When theimages are taken far from focus and
thefirst zero of the CTF fallswithin theresolution limit one
isinterested in, it isan absolute necessity to correct for the
CTF. Indeed, not correcting for the CTF in 45° or 50° tilted
images used for an RCT reconstruction will limit the
resolution to rather disappointing levels. If oneworksvery
closetofocus, likewe prefer to do, then the only worry one
hasiswhether the balancein the amplitude spectrum of the
reconstruction is reasonable and compares well to other
independent experiments. In our analyses, thisisthe case.

N. Boisset: Concerning the resolution criteria FSC versus
DPR, both curvesusually drop or increase dramatically and
thenfluctuatefor the high spatial frequencies. Inmy opinion,
the FSC criterion would be quitereliableif youwould give
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an absolutelimit asthe DPR doeswithits45° of differential
phase. For example, why don’t you establish the resol ution
limit to drop the FSC below a value of 0.5? This would
roughly correspond to the middle of the dramatic drop of
the FSC curve. What you presently use asaresolution limit
istheintersection of the FSC curve with an arbitrary “noise
curve’. This intersection always takes place AFTER the
dramatic drop of the FSC curve and gives constantly higher
resolution limits than one would reasonably expect.

Publishing the resolution curves would be much

appreciated. The numerical value alone does not allow the
reader to judge the quality of the results.
Authors: A number of misunderstandings are widespread
in the discussion about resolution criteria. It isunfortunate
that people do not r ead the literature. In apaper published
already 10 yearsago (van Heel, 1987) it was shown that the
very definition of the DPR wasincorrect.

Thefirst problem with the definition of the DPR is
that the phase differences are weighted by sums of
amplitudes rather than by a product of amplitudes. This
definition flaw disqualifies the DPR as a reproducible
resol ution criterion since one can even exploit thisflaw and
find the multiplicative factor which produces the best
resolution. This problem is specific to the poor definition of
this particular phase residual.

The second problem, which affectsall phaseresidu-
as including the corrected phase residuals introduced in
(van Heel, 1987), is that the 45 degrees threshold is an
arbitrary one! If the number of pixelsor voxelsinaring or
shell issmall, i.e., close to the origin, then the 45 degrees
threshold is not stringent enough. On the other hand, when
the number of pixelsivoxelsin aring/shell ishigh, i.e, far
fromtheorigininthe high-resolution realm, the criterionis
ridiculously stringent.

The FSC does not have an “arbitrary noise curve’,
the curve was designed to avoid the arbitrariness of the
DPR. Itisabout time, however, that the DPR disappear from
theliterature. After the DPR wasfirst published by Frank et
al. (1981), the FRC was proposed by two independent
groupsin 1982 asabetter way of doing thistype of compari-
son. After 15 years, we consider the issue closed.

We agree that publishing the full FSC curve con-
veys a better impression of the quality of the data. The 3D
reconstruction should show interesting biological details
and functional changes which much better describe the
resolution than any numerical resolution value.

N. Boisset: | am not familiar with thetechnical detailsof the
common lines approach, but this method seems to have
two weak points. First | am not convinced that thisprocedure
will converge towards asingle 3D structure, if you change
the order inwhich the 2D averagesare submitted toit. This
problem is certainly marginal with molecules possessing a
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high degree of symmetry such astheworm hemoglobin (D6
point group symmetry), but what happenswith “blob-like”
particlesdevoid of any particular symmetry?

Authors: We have described all our procedures and
refinementsinthisarticle. The best proof that our procedure
works and leads to good results even for “blob-like”
structures was demonstrated by our high resolution 3D
recongtructionsof the 70Sribosome (Stark et al., 1995, 1997).

N. Boisset: If you have no a priori knowledge of your 3D
structure, then you cannot determine the isomorphic type
of your particle. Could you explain how you solve this
problem without tilting your specimen grid in the
microscope? This seemsto be particularly important since
the structure of the Lumbricus hemoglobin shownin Figure
3isthewrong isomorph. Indeed, five giant hemoglobins of
annelids were recently reconstructed with the random
conical tilt-series approach (de Haas et al ., 1996a,b; other
papersin pressor submitted for publication). Thismethod,
which unambiguously solves the isomorphic type of par-
ticles, resulted in five independent reconstructions with
hexagonal-bilayered structures. In these volumes, the
opposing vertices of the upper hexagonal layer are rotated
14° clockwise compared to the corresponding vertices in
thelower layer. Conversely, in Figure4 and in your article
(Schatz et al., 1995) the rotation of the upper hexagonal
layer is counter-clockwise. How do you explain this dis-
crepancy?

Authors: It isindeed true that the angular reconstitution
technique does not provide the absolute handedness of
the structure and the handedness information thus must be
external to the experiment (van Heel, 1987).

Inthefirst vitreous-ice reconstruction of an annelid
hemoglobin (Schatz et al., 1995) we achieved aresolution
of 30A, and we found a most important local 3-fold axis
within the 1/12th submit, but we did not determine the
absolute hand of the structure. We rather used the
handednessinformation from atilt-seriesreconstructionin
an earlier 3D reconstruction by Cejkaet al. (1991), fromthe
group of Baumeister in the Max Planck Institute in
Martinsried. In that paper we explained that we expect the
absolute handedness of the hemoglobin to automatically
emerge at higher resolution, as soon as we see the
myoglobin folds of the chain. We did not express any
preference for one hand or the other and that situation has
not changed to date.

We are aware that the Lamy group has recently
published awhole series of 3D of annelid hemoglobinsin
which, among other things, thelocal 3-fold axisthat we had
identified in Lumbricuswas confirmed for anumber of other
species(cf. deHaaset al., 1996a,b). These reconstructions
were, however, at alower resolution level than our earlier
3D duetothe RCT approach used. Whether the handedness
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that you found in your tilt series reconstruction or that
found by Cejkaet al. (1991) isthe correct onewill soon be
resolved by high-resolution angular reconstitution
reconstructions. We will be as happy with one or the other.

D. Morgan: Theauthors describe apossible application of
angular reconstitution using multiple point group
symmetries as a method of determining the correct point
group symmetry of an unknown object. What are the
“various quality criteria ... to decide which symmetry best
fitsthe data” and how should one apply and evaluate such
criteria? The authors a so refer to the intriguing possibility
of reconstructing an “icosahedral” virus where the
reconstruction takes into account the broken icosahedral
symmetry dueto the presence of the portal protein complex.
To the author’s knowledge, has anyone actually attempted
toreconstruct avira particleusing thissort of methodology?
Authors. The criteria by which to judge the pointgroup
symmetry of a molecule from the class averages are
essentially the same normalized standard deviations that
are used to judge thefit of asingle class-average to the 3D
dataset: the standard deviation among all symmetry related
peaksinall sinogram correlation functions. Herewe need to
integrate such ameasure over al class averages used for a
reconstruction. This integrated value can be compared
between reconstructions performed under different
pointgroup symmetry assumptions to find the best
symmetry for adataset. Indeed, thefirst icosahedral recon-
structions performed with IMAGIC'sangular reconstitution
programs are in press or submitted and include Stewart et
al. (1997).
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