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Abstract

High-resolution zero-degree electron spectra, total
electron yields as well as Auger-electron spectra have been
taken for 5 MeV/u ions (N7+, S13+, Ni23+, and Ag37+) penetrating
carbon and insulator foils at normal incidence.  A shift of the
convoy-electron velocity with respect to the experimentally
determined projectile velocity is found.  For the carbon target,
there is an acceleration of convoy electrons, whereas for the
insulating targets, there is a deceleration of convoy-electrons
as well as a deceleration of target-Auger electrons.  These
experimental findings are compared to theoretical estimates
for dynamic ion-induced potentials.
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Introduction

Ion-solid interactions have been investigated for more
than a century [50].  Two different categories of investigations
may be distinguished: those that are concerned with the
influence of the target on the projectile state including its
motion, and those that determine the influence of the projectile
on static and dynamic properties of the solid.  The first category
includes the determination of stopping powers, angular and
energy straggling [2, 5, 10, 13, 16, 17, 37, 41, 46, 47, 55, 58, 69,
72, 73, 91, 94, 95, 101, 123] as well as projectile charge-states
and specific state populations [4, 11, 12, 18, 29, 30, 77, 85, 86,
90, 114, 122; also, private communication with Y. Yamazaki and
N. Stolterfoht, 1994].  Many of these projectile-related
quantities are well described and understood, especially for
fast ions.  In the second category, transient material states
and permanent modifications of bulk or surface properties of
solids are examined.  Although the underlying basic atomic
mechanisms have been investigated intensively, there is still
a considerable lack of information concerning the properties
of a highly excited solid.  The large body of experimental and
theoretical works, for mainly singly-charged projectiles,
suggests a distinction between nuclear and electronic damage-
production/rearrangement mechanisms.  Especially the
electronic excitations are often sensitive to details of the target
structure, and these electronic mechanisms govern the ion-
solid interaction for fast projectiles.

The main unsolved question concerning material
modifications is how the electronic excitations are converted
into atomic motion.  The Coulomb-explosion model [42, 62,
109, 117] is based on the assumption that target atoms get
ionized (or excited in similar models), and electron
recombination is slow enough, so that mutual atomic repulsion
can take place.  Thus, the electronic potential energy, or
equivalently, the degree of target ionization/excitation, leads
to the atomic motion in this model.  The thermal-spike model
[66, 79, 109, 116] assumes that electronic excitation leads, via
the electron-photon coupling, directly to an atomic motion.
Thus, except for the electron-photon coupling, the kinetic
electron energy is the main ingredient in this model.  It is



266

G. Schiwietz et al.

emphasized, however, that atomic motion in solid matter will
be converted into a stochastic motion on a time scale of 10-13

to 10-12 s (s = seconds), independent of the early stage of
evolution.  Hence, there seems to be no way to decide between
both models on a pure experimental basis, if only macroscopic
properties are investigated.

One possible way to improve the interpretation of
material modification effects is the investigation of prompt
emitted “particles” that carry information from inside the track.
Ejected electrons or X-rays can be used as precursors of the
corresponding transient material states.  Electrons may be
probes for the first 10-17 to 10-14 s of the track formation and
energy dissipation.  For reviews on transport of fast electrons
and fast-ion-induced electron emission from solids, see [14,
53, 82, 84, 92].  The continuous part of the electron spectrum
will be referred to as δ-electrons or secondary electrons (in
the sense of secondary particles) throughout this paper.

In this paper, we will be concerned with projectiles at
energies of 5 MeV/u, corresponding to 10% of the speed of
light.  These projectiles serve as a nearly instantaneous source
of excitation along their trajectory.  In this investigation, we
use only thin targets and projectiles near their equilibrium
charge-state.  Thus, the ions lose only a minor part of their
energy, and their charge-state is approximately conserved.
We present and discuss total electron yields, as well as Auger-
and convoy-electron spectra taken for 5 MeV/u heavy ions
(N, Ne, S, Ni, and Ag) interacting with carbon foils
(representative for conducting materials) and with
polypropylene foils (representative for an insulator).  In the
next section, the experimental methods are described; then
follows a section on theoretical considerations on the time-
dependent electron density and ion-induced potentials in
solids, and in the final section, the experimental data are
presented and discussed in the light of theoretical estimates.

Experimental Methods

In the following, we give a brief description of the
experimental setup.  A more detailed description can be found
in previous publications [96, 100].  Most results that are
presented in this work have been obtained with heavy ions
(with nuclear charges in the range from Z = 7 to 47) at an
incident energy of 5 MeV/u.  The beam was delivered by the
heavy-ion cyclotron of the Ionenstrahl-Labor (ISL) at the
Hahn-Meitner-Institut, Berlin.  Both the 5 MV Van-de-Graaff
and the 8 MV tandem accelerator were used as injectors for
the cyclotron.  The beam was send through a post-cyclotron
stripper foil to determine the mean equilibrium charge-state
and to select magnetically a projectile charge-state close to
equilibrium.  The charge states determined in this way agree

very well with the ab initio predictions of Rozet et al. [85, 86].
Before entering the magnetically shielded target

chamber, the beam of typically 0.1 to 10 particle nA was
collimated to about 1 mm2.  Up to 14 solid-state targets were
mounted in the middle of the chamber on a rotatable disc that
is connected to a target wobbler.  Wobbling of the targets in
both directions perpendicular to the beam is essential for
accurate fluence determinations in the case of well focused
beams.  All data that are presented and discussed in this work
correspond to normal incidence conditions.  The ratio of the
currents from the target and the Faraday cup allows a
determination of the total yield of ejected electrons, since the
mean projectile charge-state is known, and sputtering from
the carbon surfaces is of minor importance compared to the
large number of ejected electrons.  Behind the target, a surface
barrier detector was placed very close to the beam axis and
allowed an energy determination of scattered projectiles after
elastic or quasi-elastic interactions with carbon nuclei of the
material.

For the key point of this investigation, the measurement
of electron energy-spectra, two electrostatic electron
spectrometers were used.  For the determination of zero-degree
electron spectra (ejection in beam direction) a tandem
spectrometer was used [59, 60, 112], where the primary beam
can pass through the first stage of the analyzer.  The
measurement of target Auger-electron energy distributions
was performed with a single-stage parallel-plate spectrometer
at an ejection angle of 135° [111].  The uncertainty of the
energy calibrations is about ± 0.5 eV.

The experiments were performed with two types of
target foils, namely amorphous carbon foils of 3, 20 and 100
µg/cm2 and also with polypropylene (PP, [C3H6]n) foils at
thicknesses of 0.5 and 1.5 µm.  An Auger-spectroscopic
surface analysis showed that the PP samples have a 5% O
contamination, and the carbon samples have a 3% O
contamination near the surface that might stem from H2O.
These contaminations are expected to lead only to minor
uncertainties for the present investigation.  Two serious
problems, however, exist for the PP foils: beam-induced melting
and evaporation due to the low heat conductivity and also
macroscopic charging due to the low electrical conductivity.
We have solved both problems by evaporating a conducting
film on one side of the sample.  For the results presented in
this work, we have used Al coatings of 20 and 30 µg/cm2 and
for the PP substrate we expect a maximum temperature rise of
less then 50 K for the highest ion flux during the irradiation.

The effects of macroscopic charging are easy to
observe for electron irradiation [31].  Within some minutes,
the target-Auger lines, that we have measured for 3 keV
electrons on PP, were shifted to higher energies by up to a few
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hundred eV.  When the shift was approaching a breakthrough
voltage, it was suddenly reduced, and the charging-up process
was repeated.  By reducing the electron currents from about
10 nA (similar as in the ion experiments) down to 1 nA, the
time scale of these fluctuations was extended as expected.  In
contrast to the electron measurements, we found no such
indications for charging up in the case of heavy-ion irradiation
at the same incident velocity.  Here we found sharp Auger-
and convoy-line structures, and no significant dependence
of the target/beam current ratio on the beam current.  This
allows us to put an upper limit of about 3 V on fluctuations
and about 20 V on the absolute value of a surface potential
due to macroscopic charging in PP.

The low-energy electron spectra, however, indicate a
shift of the continuous spectral structure toward lower
energies in the case of low fluences.  With increasing fluence,
this shift vanishes, since the foils loose their hydrogen contents
during irradiation, the so-called carbonization process.  At the
highest fluences investigated in this work, the relative
hydrogen contents is reduced from 66% to below 50% [96,
100].  This leads to an increased conductivity and reduced
recombination times, as can be seen from the Auger- and
convoy-electron spectra, as well as from dc-resistivity
measurements.  It is emphasized that the electrons at energies
below about 50 eV are mainly created via electron-electron
collision cascades [99, 104] and penetrate the surface further
away from the ion path (typically 20 to 100 Å).  Thus, the
electron spectrum close to zero energy will predominantly be
influenced by macroscopic surface potentials and less efficient
by any track effect.

Figure 1 displays low-energy part of the first (circles)
and the last (squares) spectrum of a series of measurements
taken for 5 MeV/u Ar16+ projectiles with the same 1.5 µm PP
sample.  The fluence differs by about two orders of magnitude
between the two measurements.  The low-energy part below
about 20 eV shows a strong increase with increasing fluence
(see the inset in Fig. 1) and the final spectrum is similar to the
one for amorphous carbon (not shown in the figure).  As will
be shown in the following, this increasing intensity at low
energies is a result of decreasing macroscopic charging and
of a conductivity enhancement in the sample.  If we assume
that chemical changes of the sample do not influence the
spectrum inside the solid and that the macroscopic field
between sample and spectrometer may be approximated by a
planar potential, we may transform the singly differential energy
distribution dN/dE for a sample without macroscopic fields
into a spectrum dN’/dE under the influence of a positive surface
potential ∆V using

)(
)()('

E + E
EV + E

dE
dN = E

dE
dN

δ
⋅∆

where E is the electron energy with respect to the vacuum
level.  The original spectrum is shifted by the potential ∆V,
and the last term describes the refraction at a finite planar
potential [81, 105, 106, 110; also, private communication with
M. Rösler, 1993].  In our experiments, there are deviations from
the planar symmetry that should increase the refraction effect.
On the other hand, the carbonization and the corresponding
compaction may lead to an enhancement of the microscopic
sample-surface potential by about 2 eV at high fluences.  For
the determination of ∆V, both effects tend to cancel each other.

The dashed line in Figure 1 shows the result of eq. (1),
where the experimental high-fluence data are transformed
using ∆V = 6 V.  Below an energy of about 100 eV, there is
good agreement of this curve with the low-fluence spectrum.

Figure 1.  Experimental low-energy electron-spectra for 5 MeV/
u Ar16+ ions on polypropylene (PP) measured under a backward
angle of 135° at two different fluences.  The carbon KVV-
Auger structures for single and double K vacancies are also
visible.  The dashed line is explained in the text.

(1)
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The fit gives accurate results for ∆V, so that the main
uncertainties for the charging are due to the approximations
involved in eq. (1).  At energies of about 250 and 300 eV, there
are structures superimposed on the continuous spectrum in
Figure 1.  These structures are due to carbon KVV-Auger
electrons from the target, and they are shifted by about 18 eV
between both measurements.  The dominant contribution to
this shift is produced by the nuclear-track potential [96, 100],
as will be discussed in Results and Discussion.

We have performed fits, using eq. (1), for several
spectra due to N-, Ne- and Ar-ions.  A macroscopic charging-
up of 6 to 12 eV is consistent with all of our observations and
determines also the uncertainty for the carbon KVV Auger
results in the case of heavy ions interacting with 1.5 µm PP
foils.  For the 0.5 µm PP foils, the charging was reduced by
approximately a factor 3, and for N ions, we found larger
macroscopic charging effects than for the heavier ions.  It is
noted that a macroscopic charging of 30 to 40 V was observed
for N ions penetrating polycarbonate samples.  Thus, electron
recombination is less effective in this material, and
consequently, significant quantitative results on microscopic
effects can hardly be obtained with polycarbonate samples.

The heavy ions produce ionization tracks that seem to
enable recombination via the Al surface film.  We found a rise
in the conductivity of PP (measured between both sample
surfaces) by several orders of magnitude and enhanced
recombination rates (see Results and Discussion) after heavy-
ion irradiation.  For the light Li ions, no change of the
conductivity was observed, and for N projectiles, there is an
increased charging of the samples as compared to heavy
projectiles.  The maximum charging-up increases by orders of
magnitude for incident electrons.  Thus, the continuous
ionization tracks produced by highly charged heavy ions
appear to be responsible for the small macroscopic charging
observed in PP.

Theoretical Considerations

Before details of ion-induced potentials in solids are
discussed in this section, some more general remarks on
electron densities of isolated atoms as well as solids may be in
order.  The time-dependent local electron density ρ(r, t) in a
crystal that is perturbed by a heavy charged particle of nuclear
charge Zp moving along the trajectory Rp(t) reads (in atomic
units)

2
)k ,n(p t| = t ,R ,r

00
)()( ψρ Σ

n0, k0
E0 < EF

where n0 is the initial-state band index at t → -∞, k0 is the
Bloch wave vector and Ψ is the time-dependent wave-function
evolving from each initial state.  The sum extends over all
initial states with energies E0 below the Fermi energy EF.  For
simplicity, we will not discuss antisymmetrization effects or
the influence of correlation.  Hence, we adopt the independent-
electron model, replace n and k by a common index and write
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The functions eikr ⋅ φ are the stationary Bloch wave-functions,
and φ is periodic with respect to the crystal structure.  φ may
be obtained from modern band-structure calculations with a
sufficiently high degree of accuracy.  The time-dependent
amplitudes aj,0, however, have not been calculated rigorously
for any system.  It is noted that the modulus square of the
initial state amplitude corresponds to the density of states of
the unperturbed solid.  If the density changes ∆ρ(r, Rp, t) in
eq. (2) are small compared to the initial electron density ρ0(r)
one may apply perturbation theory (first order Born
approximation) to the determination of the amplitudes.  This
means that we replace a0,0 by a certain constant value for each
initial state and require that couplings between intermediate
excited states are of minor importance.  Hence, we may write
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where V(r - Rp) is the perturbing potential, i.e., the projectile
Coulomb potential screened by bound projectile electrons
and modified by the collective screening due to all other target
electrons.  To our knowledge, an equation equivalent to eq.
(4) has been solved only for intraband transitions induced by
protons at low velocities for channeling and random directions
in Na and Li crystals [46, 94, 95].  The solutions of eq. (4),
however, are proportional to an effective charge Zeff that
depends on the energy transfer during the excitation.  At this
point, we insert eq. (3) into eq. (2), using our knowledge that
aj,0 ≈ Zeff and get(2)

(3)

(4)
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where the function f2 corresponds to products of excited-state
wavefunctions φj and f1 corresponds to the cross terms
involving the initial-state wavefunction.  In a treatment that
goes beyond perturbation theory, all orders of Zeff would come
into play, and the contribution due to the initial-state density
is reduced because of the transitions to all final states.  From
eqs. (3) and (5), we can see that the first two terms on the right
hand side correspond to linear response theory [39, 46, 69, 80,
94, 95], if we replace the wavefunction φj by 1 (plane waves).
The last term corresponds to products of excited-state
amplitudes.  This term gives only a small contribution to
transient density changes inside the solid, since the excitation
amplitudes are required to be small if perturbation theory is
valid.  Outside the solid, the first two terms approach zero
because the initial-state density is bound to the solid, with an
exponential decaying density outside the surface.
Furthermore, the integral over the second (linear) term is zero
(∫drf1(r) = 0).  Thus, the last term describes electron ejection,
if the energy dissipation in electron-electron interactions is
neglected.  This means, measured electron intensities or
ionization cross sections are proportional to Zeff

2, and density
changes inside the solid are proportional to Zeff, as long as
perturbation theory holds.  Deviations from such a behaviour,
the so-called non-linear effects, will be shown and discussed
in this work.  It is noted, that the above discussion is valid for
any solid, but from this point on, we will deal only with
amorphous solids, respectively with non-channeling (random)
motion of the projectile.

Echenique, Brandt and Ritchie [39, 80] have shown
how to calculate the time-dependent electron density and the
ion-induced potential, for different dielectric functions ε(k,ω)
in the linear response theory.  The results include single-particle
excitations as well as collective excitations and are based on
the homogeneous electron-gas picture of a solid.  For highly
charged projectiles, however, the linear response theory is
expected to fail.  Furthermore, the local variations of the solid-
state potential due to the target nuclei, the corresponding
localized states, energy dissipation via electron-electron
interactions and electron tunneling are not incorporated in
the model.  Thus, one may expect a poor representation of the
excitation and recombination processes in semiconductors
and insulators; or, more rigorously, for all bound electrons
below the conduction band.  The induced wake potential Φ,
at a radial distance r from the projectile path and for the
coordinate z* in the projectile frame of reference, is given for a

projectile of charge Zp and velocity vp by

)]([
sin

*)(
/*

ωε
ωκκ

π

νω

k, k
ed 

r
) (rd 

v 
Z

= z r,

2

zi

-0p

p
p

⋅
⋅

⋅

Φ
⋅∞

∞

∞

∫∫

with k2 = κ2 + ω2/vp
2.  Accounting for the finite energy gaps ωg,

one may generalize the plasmon-pole dielectric function [39,
54, 80] to consider all valence- and inner-shell bands according
to
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where N is the occupation number for each band n (density of
states).  For the dielectric function of polypropylene ([C3H6]n)
we have used ωg = 0.178, 0.481, 10.55 and 0.316 as energy gaps

Figure 2.  Non-perturbative theoretical results (CTMC results
for Ne9+, Ni23+ and Ag37+) for the scaled track potential e ⋅ Φ/
q in polypropylene (PP) as function of the projectile charge-
state q.  The dotted curve shows the projectile Coulomb
potential, and the arrow shows the flight direction.  The shaded
curve corresponds to the linear-response estimate for PP, using
a generalized plasmon-pole dielectric function.

(5)

(6a)

(6b)
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of the three shells of carbon and the hydrogen 1s-shell.  The
molecular density is denoted ρm, β = 0.78 is related to the
conductivity and γ = 0.25 is a damping constant that gives a
rough estimate of the recombination behaviour and energy
dissipation.

Figure 2 displays the scaled dynamic ion-induced
potential e ⋅ Φ/q (solid curve with shaded area) calculated
with the dielectric function defined above for polypropylene.
The projectile Coulomb potential is also displayed (short-
dashed curve) and in linear response theory, both potentials
are proportional to the projectile charge q.  It is seen that the
induced potential goes through a minimum with negative
values directly behind the projectile position.  This is a result
of the enhanced electron density due to the attractive projectile
potential.  It is noted that the derivative of the induced potential
at the projectile position (r = z - vp ⋅ t = 0) is directly proportional
to the ion stopping power.  Further away behind the projectile,
the induced potential shows damped oscillations, the so-called
wake potential.  The reason for the oscillations in this model is
a collective effect.  Initially electrons pile up at the center of
the ion path, and the repulsive electron-electron interaction
induces an electronic motion away from the z-axis.  This leads
to a significant reduction of the electron density at a later time,
the electronic motion will be reversed and so forth.

In an insulator, electron recombination can be
suppressed due to traps (localized excitons and color centers)
and low tunneling rates.  Thus, we will describe a new model
that is complementary to the above discussed electron-gas
model and that should be more reliable for insulators.  We will
neglect collective effects and electron recombination in our
treatment, but will account for energy dissipation of electrons
as well as the target nuclear field.  Furthermore, projectile-
electron interactions beyond first order perturbation theory
will be considered, and thus, there is no restriction on the
projectile charge.

As we have discussed in detail in a previous work [46,
94, 95], high-energy excitations from any state of a solid as
well as excitations of strongly localized states are better
described in an atomic collision model than with an electron-
gas model.  Here we have performed CTMC (classical-
trajectory Monte Carlo) calculations for different impact
parameters b and for each individual target shell n [15, 93,
115].  A Monte Carlo integration technique is used to calculate
the time-dependent evolution of the electron density under
the influence of the electrostatic potential of a target core and
the unscreened projectile Coulomb-potential.  Test calculations
for a restricted impact-parameter range indicated that the
collective screening will lead only to minor deviations.  The
target field is given by a Coulomb potential, with an effective
charge dependent on the shell under consideration, and the

initial electron density is given by a microcanonical ensemble.
The CTMC model, similar to all other classical models of
electronic motion, does not account for long-range dipole
interactions [15, 115] that will (at least partially) lead to plasmon
creation in solids.  For highly-charged particles, however, dipole
interactions are suppressed [48].  It was shown that the CTMC
method yields reliable results for heavy particles interacting
with atoms, but fails for small perturbations of the target system
as, e.g., for fast incident protons [48].

We have modified our CTMC code to account for
electron-energy dissipation in the medium: electrons that move
outside the Wigner-Seitz cell of their parent nucleus are
decelerated according to a continuous slowing down model,
so that the electrons stop at a certain distance from the parent
nucleus.  These calculations yield the densities of nuclei ρ+

and electrons ρ- as a function of time t, the radial distance r’
from the track and the distance z’ with respect to the projectile
along the track.  For non-interacting atoms of nuclear charge
ZA and atomic density ρA, distributed randomly in the solid,
the averaged net-charge density reads (in a.u.)
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where the index A corresponds to carbon and hydrogen atoms,
respectively.  The time-dependent charge densities stem from
an average over 104 classical electron trajectories for each
target shell.  These trajectories represent exact numerical
solutions of the classical three-body problem.  The induced
bulk potential Φ, at a distance r from the center of the track,
and for the coordinate z in the laboratory frame of reference is
given by
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with z* = z - vp ⋅ t.  The lower limit r0 = 0.6 a.u.  was chosen to
exclude the charge-density contribution at the center of the
track.  This is necessary in order to avoid double counting of
charges, since at a later point, we will include the action of
localized atomic ionization at the center-of-track by using
atomic Hartree-Fock energies for a given degree of ionization.

(7)

(8)
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The surface potential Vsurface can be extracted from the target
potential calculated without external field (q = 0).  The surface
potentials that have been derived from our independent-atom
CTMC charge distributions are 9.3 eV for PP and 23.3 eV for
graphite.  A more accurate value for graphite is 24.9 eV, as
obtained from solid-state band-structure calculations [70, 74].

Figure 2 displays our non-perturbative theoretical
results for the scaled ion-induced potentials e ⋅ Φ/q along the
z-axis for different projectile charge-states q in PP.  The curves
denoted CTMC were calculated as described above and are
subject to statistical uncertainties of about 2%.  It is seen that
the CTMC values for heavy ions are similar to the electron-
gas results near the projectile nucleus.  At larger distances
behind the projectile, however, there are oscillations
superimposed on a continuously rising potential that reaches
an equilibrium at a value of about q ⋅ 10 eV.

The potential minimum directly behind the projectile
position is due to the attractive field of the ion.  In contrast to
the electron-gas results, the oscillations are not related to
collective-field effects {no collective-field effects are accounted
for in eqs. (7 and 8)}.  Instead, they are due to charge-density
fluctuations localized near the atomic nuclei and may be
assigned to the atomic excitation spectrum.  Thus, in the
electron-gas picture oscillations result from the mean
electronic field, and in our independent-atom CTMC model,
oscillations are due to the interaction between bound electrons
and the corresponding target nuclei.

The equilibration of the induced potential in PP at non-
zero positive values corresponds to ionized electrons that
stop further away from the track.  This contribution to the
induced potential far behind the projectile and its equilibrium
value will be named nuclear-track potential in the following.
The nuclear-track potential is proportional to q2 for projectile
charge-states q << 7 (not shown in the figure), and it is nearly
proportional to q for heavier ions [96, 100].  According to the
discussion of eqs. (2) to (5), a permanent density reduction
proportional to q2 at the center of the ion track would be a
non-linear effect for non-localized electrons.  For localized
electrons, however, the function f1 might be close to zero near
the track, so that only a quadratic q-dependence is left.  Hence,
at least for q >> 7, the behaviour of our CTMC results far
behind the projectile is related to a non-linear effect.  This
nuclear-track potential represents the main difference in
comparison to metal targets and it can be measured, as will be
shown in the following section.  It should be stressed at this
point that recombination in a metal is much faster (typically
10-16 s) than in insulators, and correspondingly a treatment as
described above cannot be applied to collective-field effects
in metals.  For metals, one still has to rely on electron-gas
models.

Results and Discussion

In the following subsections, we will deal with electron
ejection from (semi-) conducting amorphous carbon samples
and insulating polypropylene (PP) samples.  One may sort the
different target types according to their conductivity: metals,
semi-metals and semi-conductors, insulators, frozen and atomic
gas targets.  With respect to electron dynamics, it is necessary
to distinguish between excitation and transport processes.

As discussed in detail by Inokuti [56], only conduction/
valence-band excitations may show significant differences
between solids and gas targets.  In another work it was shown
[46, 94, 95], that even these differences disappear for high
energy excitations of conduction-band electrons.  Thus, only
low-energy excitations of weakly bound electrons are sensitive
to the solid-state structure.  This includes single-electron
excitations and, of course, collective excitations (plasmons).

Concerning the projectile screening there are significant
differences between solids and gas targets.  Fast projectiles
approach increased charge-states due to the high collision
frequency in solids, and correspondingly, there are increased
excitation rates and stopping powers compared to gas targets,
as known from many experimental and theoretical
investigations.  In a recent investigation, however, it was
shown that the collective screening in a solid may also reduce
the stopping power of intermediate- and low-energy ions [3,
6].

The transport of electrons in solids is determined by
elastic and inelastic scattering processes [14, 53, 78, 81, 82, 84,
92; also, private communication with M. Rösler, 1993].  Elastic
scattering gains importance with increasing target nuclear
charge and inelastic scattering processes of fast electrons are
determined mainly by the density of weakly bound target
electrons.  The transport of low-energy electrons, however, is
very sensitive to the solid-state structure.  In metals and semi-
metals, the electron stopping power near the Fermi velocity is
strongly reduced as a consequence of the Pauli exclusion
principle [64].  Near the Fermi level electron-photon couplings
and even crystal imperfections gain importance.  Slowing
down in other targets is strongly influenced by the gap ∆Eg
between the valence and conduction band.  For a review on
electron slowing down in gaseous targets, the reader is referred
to works by Inokuti and Kimura [57, 63].  With respect to
electron ejection from solids, one may distinguish between
two types of insulating materials depending on the electronic
band gap and on the electron affinity A.  Those materials for
which A < ∆Eg holds true will lead to an increased low-energy
electron ejection, since electrons below an energy of ∆Eg - A
with respect to the vacuum level cannot loose energy via
electronic excitations.  This requirement is fulfilled by many
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large-band-gap materials (LiF, diamond, frozen rare gases).
Total electron yields

Electronic effects are often discussed in terms of the
electronic stopping power Se.  This is true also for the total
electron yield  γe.  Some approximate solutions of the transport
equations predict a proportionality between both quantities
[105, 106, 110].  From other electron-transport models, it emerges
that such a proportionality is not self-evident and could be
only due to cancellation effects [81, 99, 104; also, private
communication with M. Rösler, 1993].  In fact, for light
projectiles in different materials, a proportionality between Se
and γe, with varying material constants, was found for a variety
of projectile velocities [33, 34, 65].  Significant deviations from

an Se proportionality (up to a factor of two) have been found
for heavier ions in previous works: with increasing projectile
nuclear-charge, there is a reduction of the ratio γe/Se [7, 8, 19-
21, 32-34, 65, 71, 83].  This deviation was proposed to be due
to a hypothetical positively charged ionization-track in metals
that decelerates all electrons and lowers the number of emitted
electrons [19-21, 65].  In this work, we concentrate only on
one projectile velocity (14.1 a.u.) and present data that enable
an interpretation of the Zp dependence of the total electron
yields from C foils.

Figure 3 displays scaled electron emission yields for 5
MeV/u heavy ions incident on carbon foils with their
equilibrium charge states.  The results for the 8 MeV/u U68+

ions (the stopping power of U in C at 8 MeV/u is to within 1%
equal to Se at 5 MeV/u) and 5 MeV/u Ne9+ ions have been
reevaluated from the raw data of refs. [99, 104].  The data for 5
MeV protons in 20 µg/cm2 C-foils have been taken from refs.
[33, 34], and the data for Li and C ions have been extrapolated
from results of the same work (open circles).  The data for Zp =
7, 16, 18, 28 and 47 have been determined in this work.
Experiments were performed for carbon foil-targets of 3 (solid
triangles), 20 (solid circles) and 100 µg/cm2 (solid squares).
The scaling variable q denotes the mean projectile charge-
state.  Theoretical predictions for the charge-state evolution
[85, 86] have been used to extract the mean charge state in the
center of the foil.  Thus, the results presented here differ slightly
(typically by less than 15%) from preliminary published results
[96, 100], where the incident charge state was used.

The scaled stopping power Se/q
2 for carbon, as has

been measured by other authors for different projectiles at 5
MeV/u [43, 45], yields a nearly constant value for Zp < 15.  For
a few projectiles (N, Ne, S, Ni, Ag), we have also determined
the stopping power in an auxiliary experiment and find
quantitative agreement with these more accurate results.  From
Figure 3, it is clear that the scaled electron yield ∆e/q

2 is not
constant and, thus, not proportional to Se/q2.  There is a
decrease of the scaled experimental electron yield for Zp < 15
(about a factor of 3), with a tendency to approach a constant
value at large Zp.  It should be emphasized at this point that we
do not agree with the common assignment [7, 8, 19-21, 65] that
low-energy electrons should be suppressed by a hypothetical
positively-charged ionization-track, being a cylindrical trap
for electrons.

As discussed in section 3, we expect dominant
repulsive fields (Φ < 0) directly behind the projectile and not
attractive ones [39, 40, 67, 80].  Fast electrons will be accelerated
by the collective potential, and slow electrons are influenced
by the rapidly oscillating field in the case of metals.  Thus, the
proposed deceleration of electrons, due to a positive net charge
at the center of the track [19-21, 65], is inconsistent with the

Figure 3.  Scaled total electron emission yields γe/q
2 for 5

MeV/u heavy ions near the equilibrium charge state penetrating
carbon foils under normal-incidence conditions.  The
investigated target thicknesses are 3 (triangles), 20 (circles)
and 100 µg/cm2 (squares).  The data for Zp < 7 (hollow circles
without error bar) have been taken from refs. [33, 34].
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electron-gas theory of metals [39, 40, 67, 80].  Since the
oscillating fields are not included in the track model of Borovsky
and Suszcynsky [19-21], it should not be valid for metals.

Furthermore, this model predicts the electron yield γe
to be proportional to q2 - c ⋅ q4 for small values of q, whereas
the fits in Figure 3 (an exponential plus a linear term) indicate
a q2 - c ⋅ q3 relation, with a material dependent constant c.  This
is an indication for an effect from second order perturbation
theory, similar to the Barkas effect for stopping powers, and it
might be related to a suppression of plasmons and low-energy
electrons during the primary excitation process.  It is noted
that recent experiments by Y. Yamazaki et al. (private
communication, 1996) for 5 MeV/u µ+ and µ- bombardment of
a 10 µg/cm2 carbon foil might be in contradiction with our fit
curves at small q.  The µ+ and µ- coincidence data for single-
electron ejection are identical to within 2%, but from Figure 3
one would expect significantly enhanced electron yields for
µ- projectiles.

The thickness and charge-state dependence of the
data for Zp > 15 has been discussed in detail previously [96,
100].  The observed differences are due to the ejection of fast
electrons that can penetrate the whole foil.  These electrons
are favorably produced by strongly screened heavy ions, such
as U68+.
Auger-electron emission

The modification of solids by fast highly charged ions
may be due to high ionization densities near the center of the
track.  In practice, one would like to get quantitative results
concerning primary ionization probabilities.  This enables
estimation of the maximum local ionization density near the
track.  Furthermore, it is possible to extract from such data
whether there is a continuous ionization track or not.  The
integral number of inner-shell vacancies produced near the
track can be determined from X-ray- or Auger-spectra
observed in backward directions.  The number and energy of
δ-electrons ejected in backward directions is lower than in the
forward hemisphere.  Thus, δ-electron-induced inner-shell
ionization is less likely to occur [98] at the beam-entrance side
of the foil, and thus, vacancies are produced directly by the
ion and near the center of the track.  Nearly 100% of all inner-
shell vacancies of carbon atoms decay via the Auger-process.
Correspondingly, we have analyzed the target-Auger spectra
for different projectiles.  The integral cross sections are
determined mainly by large-impact-parameter collisions (as
compared to the shell radius) and yield no information on the
ionization probabilities in violent encounters.  Ratios of double-
to single-ionization cross sections, however, are sensitive to
the ionization probabilities in central collisions as will be shown
in the following.

Figure 4 displays the ratio of double- to single-K-shell
ionization cross sections in collisions of highly charged ions
at 5 MeV/u with carbon atoms in an amorphous carbon
environment.  It is noted that similar results have been obtained
from the carbon Auger-spectra of polypropylene targets (see
Fig. 1).  We have used two methods to determine the cross
section ratios from the K-1VV Auger intensity at E = 253 eV
and from the K-2VV intensity at an energy of E = 305 eV, yielding
similar results:
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Here Se is the electron stopping power at the energy E and λ
is the corresponding electron escape depth.  Ni is the yield
determined from an integral over the Auger line and Nm is the

Figure 4.  Ratio of double to single K-shell vacancies in carbon
versus projectile charge state q.  The solid line is obtained
from the independent electron model and the Magnus
approximation.

(9)
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maximum line intensity, in both cases after background
subtraction.  Experiments have been performed for electrons,
N, Ar and Ni in this work and previously also for U ions [99,
104] at about the same projectile velocity.

In an independent electron model (IEM) within first
order perturbation theory, one expects σ+ to be proportional
to q2 and σ2+ to q4.  Thus, the ratio should behave as q2.  This
is not the case, as can be seen from Figure 4.  Already the
value for Ar projectiles is about 25% lower than expected from
the scaled N result. Furthermore, for Ni and U ions, there is
clearly a saturation of the cross section ratio.  The solid line in
the figure is a theoretical result, calculated within the Magnus
approximation [87, 88, 119] for numerical wave-functions being

eigenstates of a spherically averaged solid-state potential [48,
94, 95].  It is still based on the IEM, but goes beyond
perturbation theory.

There is a qualitative agreement between the theoretical
results and the data, the saturation values being the same.
The ionization probabilities in the Magnus approximation are
close to 100% at small impact parameters (corresponding to
250% in first order perturbation theory) for all shells in 5 MeV/
u Ar16+ + C collisions and also heavier ions.  Exactly these
high ionization probabilities lead to the saturation observed
in Figure 4.  This clearly is a non-linear effect, and it is closely
related to the fact that the nuclear-track potential scales
quadratically with the projectile charge for light ions and only
linear for heavy ions (CTMC in Fig. 2).  The overestimated
double-ionization cross sections for small q in Figure 4 are

Figure 5.  Experimental Auger-energy reduction and the
corresponding prediction of the track model (shaded area) as
a function of the projectile equilibrium-charge-state.  Also
shown is the bulk track-potential including quantum and
collective-field correction (dotted curve).

Figure 6.  Convoy-electron spectra for 5 MeV/u S13+ + carbon
foils at thicknesses of 3 (open circles) and 20 µg/cm2 (solid
squares).  The dashed curve is the convoy-electron peak which
is obtained from a kinematic transformation.  The dotted curve
shows the projectile Auger-peaks which are obtained from
calculated Coster-Kronig transition energies.  The solid curve
shows the sum of both contributions, plus an estimate for the
contribution due to field-ionized Rydberg electrons.
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known from investigations of ion-atom collisions.  They are
due to the neglect of dynamic screening and electron
correlation in the double ionization process [111, 112].  Taking
this failure of our model results into account, we estimate that
there is complete ionization of the K- as well as the L-shell of
carbon in central collisions with projectiles of charge-states
q > 24 (indicated by an arrow in Fig.  4).  For uranium ions, we
expect a cylindrical volume with a diameter of 1 A around the
ion path to be completely ionized.

In a previous work, we could show that there is a
strong influence of the nuclear-track potential on the energy
of emitted Auger electrons in 5 MeV/u Ne9+ interactions with
PP and mylar foils [96, 100].  The positive net charge in the
center of the track may survive long enough to decelerate
Auger electrons, and corre-spondingly microscopic Auger-
energy reductions of up 45 eV, with respect to carbon samples
or carbonized PP samples, have been observed.  Here we
present measured Auger-energy shifts for N7+, Ne9+, Ar16+

and Ni23+ ions at 5 MeV/u as well as theoretical results from
our CTMC model.

The bulk track-potential as derived from eqs. (7) and
(8), at positions asymptotically far behind the projectile, has
been corrected for collective effects (a reduction of the potential
by up to a factor of 2 for q >> 5) and for quantum mechanical
dipole contributions (an increase of the potential by up to a
factor of 2 for q << 3) [96, 100].  It is emphasized that this
determination of the nuclear-track potential (including non-
perturbative and quantum effects) goes far beyond all track-
potential models that are known to us [1, 19-21, 61, 79, 96, 100].
In most of these models, the impact-parameter dependence of
ionization, quantum effects as well as non-perturbative three-
body effects have been neglected.  In the theoretical description
of the track potential, as discussed so far, a certain region near
the center of the track was excluded.  This was done in order
to include the effect of multiple ionization of the “Auger atom”
in a more refined way.  It leads to an Auger-energy shift that
was estimated from theoretical outer-shell ionization
probabilities [47, 91, 101] and from the corresponding atomic
Auger-energy reductions of about 8 eV per outer-shell
vacancy, obtained from the work by Schneider et al. [102].

Figure 5 displays our measured Auger-energy
reductions together with the predictions of the above
described track model as a function of the projectile equilibrium-
charge-state.  The Auger-energy shifts have been determined
for such low fluences that the surface stoichiometry, extracted
from the Auger intensities, is about equal to the bulk
stoichiometry of unirradiated PP.  All data have been obtained
for Auger emission from the beam-entrance side of the sample,
and correspondingly the Al layer was evaporated on the other
side.  These experimental data are corrected for macroscopic

charging of the samples, contrary to the previously published
values [96, 100].  The theoretical bulk track-potential is
displayed as a dotted curve and includes the corrections for
collective effects and dipole contributions, but not the
enhancement due to the increased ionization density at the
“Auger atom.”  The shaded area may directly be compared to
the experimental Auger results.  The lower limit is determined
for Auger electrons from deep inside the bulk, and the upper
limit of this area corresponds to the expected energy shifts for
Auger emission from the surface (the value of the bulk
potential is reduced by a factor of 2 at the surface).

The experimental data for light projectiles (N7+ and
Ne9+) are in good agreement with the theoretical expectation.
For heavier projectiles (Ar16+ and Ni23+), the shift is
significantly lower than the bulk track-potential.  For these
ions, with q > 10, one cannot predict Auger-energy shifts in
PP with a model that neglects electron recombination.  For
such high projectile charge-states, there are initially more than
two outer-shell vacancies in the carbon atom; and an Auger
decay is impossible with less than two outer-shell electrons.
Hence, two electrons have to be recombined in order to allow
an Auger decay.  The Auger-energy shift for q > 10 is lower
than the maximum shift in the shaded area.  This might be an
indication for a slow recombination that occurs sequentially,
either from the outer part of track or along the track.

From the measured data, we can put limits on the
recombination time in the track, since the Auger decay repre-
sents a clock.  From the agreement between model results and
experimental data for N and Ne, one may estimate that the re-
combination times in PP will exceed 15 fs (femtoseconds,  10-

15).  Thus, the recombination in PP is slow compared to Auger
decay times.  A similar estimate of the recombination time is
not possible with the data for q > 10, without any further in-
formation on the recombination behaviour.  Also it is recalled
that the Auger decay is impossible (the clock is stopped) as
long as there are less than two outer-shell electrons near the
carbon nucleus.  If the recombination is very slow for q > 10,
there is another process to fill the K vacancy, namely radiative
decay.  Such a decay, if it is important, would reduce the ab-
solute Auger intensity. Furthermore, the ratio of K-2VV/K-1VV
Auger emission would be reduced by about a factor of 2.  This
ratio, however, is similar for PP and amorphous carbon, and
the absolute Auger yield from PP compared to carbon is
consistent with the different stoichiometry (to within an
uncertainty of 20 to 30%).  Hence, from theoretical radiative
decay rates, we can put an upper limit of 10 ps (picoseconds,
10-12) on the recombination time in polypropylene.
Convoy-electron energies

At an electron ejection angle of 0° with respect to the
beam and for a velocity equal to the projectile speed, a cusp-



276

G. Schiwietz et al.

shaped peak appears in the spectrum of ejected electrons.
For bare projectiles, the peak can be assigned to the so-called
Electron-Capture-to-the-Continuum (ECC) process [35, 68, 89],
where a target electron is captured into a continuum state of
the projectile.  For projectiles carrying loosely bound electrons,
a completely different process, namely the Electron Loss into
the projectile Continuum (ELC), leads to a similar peak structure
[24, 113, 120].  Here projectile electrons are ionized at low
energy transfers due to the interaction with screened target
atoms.  Both processes have been investigated intensively
for gas targets [9, 22, 23, 69] and a similar peak, named convoy-
electron peak, was also found for solid-state targets [51].

Figure 6 displays the convoy peak at an energy of
about 2740 eV for 5 MeV/u S13+ ions penetrating carbon foils
of 3 and 20 µg/cm2.  It is noted that the spectrum for the thicker
foil has been shifted in energy, to allow for the projectile energy-
loss in the foil.  The convoy peak is dominated by the ELC
[90], and it is also influenced by the ECC process, but collective
effects [38] are unlikely to contribute significantly to the yield.
Electrons that move with the projectile inside the solid are
subject to a random walk under the influence of the attractive
projectile potential as well as different interactions with the
constituents of the medium [26, 28, 75].  In comparison to free
electrons, convoy electrons travel for extended periods of
time in the 0° direction [26, 28, 75, 97].

In general, the cusp peak is an effect of the attractive
projectile Coulomb-potential of positively charged heavy
particles.  It may, however, also be viewed as a kinematic effect:
if there is no significant post-collision interaction with the
target and a non-vanishing energy distribution around zero
kinetic energy in the projectile frame (this is also an indication
for attractive potentials), the kinematic transformation of
energy interval and solid angle from the projectile frame into
the laboratory frame of reference will always lead to a pole
exactly at the projectile velocity [36, 44].  Near its maximum,
the shape of the measured peak is then only determined by
the energy resolution and solid angle of the electron
spectrometer.  Such a simulated convoy peak is shown as
dashed line in Figure 6 [121].  After its discovery, the convoy
electron peak was assumed to coincide exactly with the
projectile velocity.  Only recently, it was found that convoy
electrons may be accelerated due to the interaction with the
projectile image-potential in glancing ion/metal-surface
collisions [52, 76].  The first evidence for a convoy-electron
acceleration under normal-incidence conditions has been
presented recently for 5 MeV/u heavy ions interacting with
carbon foils [121].

The experimental spectrum can be decomposed into
three parts, which are convoy electrons (dashed curve),
projectile-Auger electrons (dotted lines), and field-ionized

Rydberg-electrons, respectively.  The asymmetry of the
experimental spectrum in comparison to the simulated convoy
spectrum is ascribed to the contribution of Rydberg states
ionized by the electrostatic field of the tandem spectrometer
near the entrance slit of the first spectrometer stage [103].  The
Rydberg spectrum enhances the intensity of the convoy
spectrum on the high-energy side.  Accordingly, a 1 eV energy
shift of the experimental peak position may be induced.

The structures superimposed on both shoulders of
the convoy-peak are recognized as the spectrum of projectile
Auger states, which lead to 1s2pnl (n > 9) → 1s2sεl’ Coster-
Kronig transitions.  Each peak in the projectile frame appears
twice in the laboratory frame, since the slow Coster-Kronig
electrons are ejected in the forward and in the backward
direction with respect to the fast moving projectile [59, 60,
112].  Under the assumption that the projectile velocity is
equal to the convoy velocity, the peaks positions in Figure 6
have been determined from configuration-interaction Hartree-
Fock energies [49].

A closer examination of Figure 6 shows that the
theoretical prediction for the Coster-Kronig line positions is 7
eV too high in all cases.  It is emphasized that the projectile
Coster-Kronig-electrons are emitted, in case of the 3 µg/cm2

foil, far behind the exit surface of the foil, since the penetration
of the foil takes only a time of about 18 a.u., which is much
shorter than typical Auger transition-times.  This means that
the Coster-Kronig lines are not influenced by any solid-state
potential and allow a determination of the final projectile
velocity [59, 60, 112].  Thus, we conclude that the convoy
peak energy is 7 eV higher than the value expected from the
final projectile velocity.  This method of determining of the
convoy energy shift relative to the projectile velocity is
denoted Auger method.  It has originally been applied by
Yamazaki and Stolterfoht to the analysis of convoy-energy
shifts, but no significant effect was found for two investigated
ion-solid collision systems [122; also, private communication
with Y. Yamazaki and N. Stolterfoht].  Another method of
determining the convoy-energy shift is the solid/gas method.
Here the convoy peak position is measured for a gas target
(no surface potentials) as well as for foils of different
thicknesses [121].  Extrapolation to zero foil thickness directly
enables a comparison with the gas results, showing the
influence of solid-state potentials on the convoy energy
(results obtained with both methods are plotted in Fig. 8, which
is discussed later).

Figure 7 shows the peak energy of convoy electrons
for 5 MeV/u Ni23+ ions penetrating PP foils with the evaporated
Al layer in beam direction (squares) and opposite to the beam
direction (circles).  Two different samples have been used for
each of the two geometries, and the accuracy of the energy
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determinations is about 2 eV.  It is seen that the energy of the
convoy peak increases with increasing fluence.  For the upper
curve, our measured convoy-energy changes are consistent
with the projectile-energy results obtained with a surface-
barrier detector and also with the interpolated energy losses
from refs. [13, 43, 123].  Carbonization of the PP foil leads to a
reduction of the foil thickness, and correspondingly, to a
reduced projectile energy-loss.  This gives rise to an increased
final projectile energy.

The lower curve, however, is influenced by additional
solid-state potentials that vanish in the limit of high fluences.
This behaviour is determined by the electron-recombination
properties of PP, which change drastically with fluence, again
as a result of carbonization.  As discussed in Experimental
Methods there is a macroscopic charging-up at the PP surface
of about +9 V.  Such a macroscopic charging can only explain
40% of the observed deviations between the Al and the PP
measurements.  Thus, the measured shift is, to a large extend,
also of microscopic nature and reflects a single-track
phenomenon.  The absolute microscopic energy shift for PP
may be deduced from the known macroscopic charging ∆Vmac

and the microscopic shift ∆E(T) for a conducting target T as

∆E(PP) = ∆E(Al) + ∆Emeas - ∆Vmac

where ∆Emeas is the measured energy difference between PP
and Al surface, as it can be obtained from Figure 7.  For Ni23+

ions an auxiliary comparison of convoy electrons from thin C
and Al targets has shown that  ∆E(Al) ≈ ∆E(C), to within
0.5 eV.  Thus, we replace ∆E(Al) by the known values of ∆E(C).
This method of determining absolute microscopic energy shifts
for thick foils will be named surface/surface method, since it
is based on a comparison of the two surfaces of a sample.

Figure 8 displays the cusp-energy shifts, relative to
the energy of electrons with projectile velocity, as a function

Figure 7.  Peak energy of convoy electrons for 5 MeV/u Ni23+

+ PP foils versus fluence.  The upper data set (squares) was
taken for the Al film, and the lower data set (circles) for the PP
surface toward the 0° spectrometer.  The dotted lines are fits
to the data.

Figure 8.  Energy shift of convoy-electrons for 5 MeV/u ions
with respect to the projectile speed versus the projectile atomic
number.  The open circles are obtained with the solid/gas
method and the closed circles are obtained from the Auger
method.  The solid line represents the estimated dynamic image
potential using the model of refs. [25, 39, 80], and the dotted
line is a fit to the data.  The convoy-energy shift for PP (open
square) is obtained from Figure 7 via the surface/surface
method.

(10)
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of the projectile atomic number Zp.  For most projectile ions,
we have used the solid/gas method (open circles), and in
those cases where significant Coster-Kronig lines are
observable, we have applied the Auger method (closed circles).
For Ni23+ ions, both methods were used, and the results are
consistent with each other.  It is seen that there is an
acceleration of convoy electrons for the amorphous carbon
target.  This acceleration decreases significantly for heavier
ions.  The solid line is the dynamic image potential induced by
the ion as well as by the convoy electron [25, 39, 80].  Its value
is proportional to  -1, where  is the mean projectile charge-
state after the passage of the foil.  Contrary to the results for
carbon foils, the measured microscopic energy shift for PP
(open square), determined with the surface/surface method at
low fluences, corresponds to a deceleration of convoy
electrons.

Previously, we performed a preliminary surface/surface
analysis of results for polycarbonate (PC) foils too, where a
convoy deceleration of 35 ± 7 eV was measured for Ni23+ ions,
and the macroscopic charging was assumed to be small
compared to this value [121].  Using eq. (1) to determine Vmac,
however, we find a charging of nearly 30 eV for PC in
comparison to 9 eV for PP.  Since the uncertainties add up to ±
12 eV for PC, it is not possible to give reliable results for
polycarbonate foils.

Burgdörfer and coworkers have shown that the main
features of convoy electron production and transport can be
incorporated in a classical transport model [26-28, 75; also,
private communication with J. Burgdörfer, 1995].  However,
the corresponding Monte Carlo calculations are very time-
consuming and, hence, it is not feasible to perform such
calculations for our collision systems with low convoy-
electron yields [27; private communication with J. Burgdörfer,
1995].  In a previous work, we have performed simplified Monte
Carlo calculations for the penetration of a projectile-centered
charge cloud, represented by a statistical electron ensemble,
through a surface step-potential [121].  We have used a sudden
approximation to describe the influence of the rapid passage
through the surface-potential step on the electrons, and the
final electron-momentum distribution incorporates the
interaction with the highly charged projectile behind the
surface.  With realistic values for the potential (taken from
refs. [25, 39, 80]) and for the radial extension of the convoy-
electron distribution, we have computed a cusp shape similar
as depicted in Figure 6, but without any significant energy
shift.  Only for potentials exceeding a few hundred eV or for
radial extensions exceeding 50 a.u. at the surface, we found
significant changes of the peak structure and also a shift of
the cusp position.  Hence, short-range potentials, as applied
here, do not have a significant influence on the convoy-electron

energy for the investigated cases.
Thus, we conclude that the long-ranging image

potential of carbon is responsible for the convoy acceleration
displayed in Figure 8.  The reduction of this acceleration with
increasing projectile charge is an indication for the competition
between projectile charge and induced image charge.  A
qualitatively similar argument is: the formation of the cusp
structure appears further away from the surface for heavier
ions and, hence, the influence of surface potentials is reduced.
It is emphasized that also non-linear effects might come into
play.  The finite electron density at the surface as well as the
electron-electron repulsion can lead to a saturation of the
image potential.  A reduction of the potential with increasing
projectile charge, however, seems to be not conceivable.

For the polypropylene target, the nuclear-track
potential induced by highly-charged projectiles is likely to be
the reason for the observed shift.  This potential is expected
to be about +100 eV inside the bulk for 5 MeV/u Ni23+ projectiles
(see Fig. 5).  The resulting convoy-electron deceleration at
the PP surface is only 8 eV, as can be seen from Figure 8.  We
have found significant convoy-electron energy-shifts also
for other projectiles, and the corresponding experimental
results will be evaluated and published soon.

Conclusions

We have measured the total yield of ejected electrons,
and we have investigated convoy, as well as C-KLL Auger,
electrons for different heavy ions penetrating foil targets at
5 MeV/u.  For the total yield of electrons ejected from carbon
foils, we found clear deviations from the assumption of a
proportionality with respect to the electronic stopping power
of the projectile ions.  It is noted that there are a few
investigations in which such deviations from the assumed
proportionality have been assigned to a hypothetical
positively charged center of the track in metals [7, 8, 19-21, 65].
Such an assignment, however, is in contradiction with the
electron-gas theory.  Furthermore, our non-perturbative
independent-atom calculations show that there is a negative
net charge directly behind the projectile, even for an insulator.
Thus, we expect the behaviour of the electron yields for Zp <
15 to reflect a suppression of the ion-induced production of
plasmons or low-energy electrons in the primary excitation
process.

We have performed a systematic experimental and
theoretical study of the C-KLL-Auger-energy shift induced
by the transient nuclear-track potential in PP targets.  We
have presented an ionization-track model that includes a non-
perturbative description of the electronic motion, collective-
field as well as quantum corrections, and we find very good
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agreement with our experimental data.  From the uncertainty
of the measured shifts for N and Ne projectiles, we could
estimate that the recombination time in PP will exceed 1.5 x
10-14 s.  From the measured C-KLL Auger intensities, for PP
and C foils in the case of Ar16+ and Ni23+ ions, we conclude
that fluorescence plays no significant role.  Therefore, the
recombination time will be below 10-11 s.

Additional Auger-peak determinations for incident
electrons and heavy ions on carbon foils have been performed.
These measurements indicate that the electronic
recombination time is below 1 fs for this material, since we
found no Auger-energy shift to within the experimental
uncertainty of ± 0.5 eV.  This is consistent with a recombination
time of 0.1 fs, as estimated for an electron gas.

These Auger results do have some consequences for
ion-induced material modifications:

(1)  Our results for carbon foils show that there is a
fast recombination.  From the calculated time-dependent
potentials, we expect a restricted Coulomb implosion and not
an explosion [66] to occur in metals.  At 5 MeV/u, the
corresponding energy transfer will be less than 0.2 eV per
atom even for U projectiles.

(2)  High inner-shell ionization probabilities and even
double-K-shell vacancies have been found in this work.
Correspondingly, long-lived inner-shell vacancies (10-14 s) and
the corresponding antibinding states may have some influence
on modifications in PP as well as in amorphous carbon.  The
corresponding energy transfer may exceed 5 eV per atom in a
narrow cylinder around the path of highly charged projectiles.

(3)  For the polypropylene target, we find a
recombination time between 15 fs and 10 ps.  Thus, for heavy
projectiles, Coulomb explosion will be important in this
insulator, and the maximum energy transfer to the atoms near
to the track can by far exceed energies of 50 eV (protons might
even be accelerated by nearly the full track potential).  At the
surface, the nuclear-track potential is reduced by a factor 2
compared to the bulk value, since the atomic density
corresponds to 50% of the bulk density.  Furthermore, for
slower projectiles (<< 5 MeV/u), we expect less effective charge
separa-tions in the track and reduced track potentials.  Thus,
we estimate the energy of the fastest protons, desorbed due
to Coulomb explosion, to be roughly 30 eV, in agreement with
recent experiments for the interaction of fission products with
different organic compounds [118]. Convoy-electron spectra
for 5 MeV/u highly-charged ions penetrating carbon and
polypropylene foils under normal incidence have been
investigated experimentally.  In the case of carbon foils, we
have observed convoy-electron accelerations between 0 and
6 eV with respect to the projectile speed.  Two different
experimental methods have been applied for the determination

of the projectile velocity and both give consistent results.
The measured shift for carbon targets is most likely due to the
long-range part of the dynamic surface-wake potential (image
potential).

Contrary, for polypropylene foils we find decelerated
convoy electrons (8 ± 3.5 eV for 5 MeV/u Ni23+ projectiles).
This energy decrease seems to be related to the dynamic track
potential that is formed during the electron/hole-pair creation
near the surface.  At present, it is not clear whether the observed
energy shift for carbon as well as for polypropylene can be
disentangled into separate contributions from the solid-state
potential and from the projectile potential, or whether the
polarization due to the simultaneous action of both fields
cannot be separated.
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Discussion with Reviewers

R. Baragiola:  You mention Coulomb explosions and thermal
spikes as the two ways to convert electronic excitations into
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the atomic motion needed for material modification.  How likely
are those mechanisms compared to direct excitation or
dissociation in single events?  These direct mechanisms cause
chemical changes like decoloration and decomposition even
for impact of ultraviolet light, and weakly ionizing electrons
and protons.
Authors:  For small projectile charges and also for single-
photon excitation, we expect Coulomb explosion and thermal
spike to be of no importance.  For heavy projectiles, however,
both mechanisms may strongly exceed the material
modification rates due to direct mechanisms.  In fact, for
polypropylene, we have observed a threshold effect in the
carbonization rate (foil thickness changes) for projectile
charges near Zp = 10.  For this material, we see no indication
for direct mechanisms (which should yield a Zp

2 scaling).  It is
noted that the situation is different for other materials; there
are even polymers which do not show any threshold effect in
the carbonization rate.

R. Baragiola:  In the discussion of convoy electrons, you
consider the image interaction with the surface but not the
Coulomb interaction with the many low energy secondary
electrons ejected by the same ion, which may be of comparable
magnitude.  What do you think would be the effect of the
space charge created by these low energy electrons?
Authors:  For heavy projectiles, we expect the number of
ejected low energy secondary electrons near the track (about
15% of the total electron yield) to exceed the projectile image
charge.  The corresponding space-charge potential, however,
will be reduced by a factor vp/4ve due to the image potential of
the ejected electrons.  Thus, we estimate a 40% contribution
to the total potential for Ag37+ projectiles and less then 10%
for N7+ projectiles.  Unfortunately, there seems to be no
quantitative model for the total dynamic potential that includes
the space-charge effect.

R.H. Ritchie:  A question that might be addressed by the
authors has to do with their theoretical model of electron
transport following ejection from an atomic site by a high Z-
ion.  It is stated that such electrons are assumed to slow down
continuously (the “csda”) until they come to rest.  How are
they treated following this? The central track region becomes
highly charged according to the results displayed in Figure 2;
it is conceivable that very strong acceleration toward the center
of the track, and even avalanche formation, could take place
after electrons are stopped in the solid.
Authors:  In contrast to the electron-gas picture, we assume
these electrons to be trapped and to stay at rest.  Of course,
this assumption can only be valid for particular materials
(insulators).  The acceleration toward the center of the track

may give rise to an avalanche, but the field can also stabilize
trapped electrons.  Our experimental results for polypropylene
as well as earlier measurements with mylar targets, however,
point to existence of long-lived traps for these materials.


